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How Humans Judge Machines

How Humans Judge Machines compares the reactions of people in the United States to 
scenarios describing human and machine actions.  

Our data shows that people do not judge humans and machines equally, and that 
these differences can be explained as the result of two principles.

First, people judge humans by their intentions and machines by their out-    
comes. 

By using statistical models to analyze dozens of experiments (chapter 6) we find 
that people judge machine actions primarily by their perceived harm, but judge hu-
man actions by the interaction between perceived harm and intention. This principle 
explains many of the differences observed in this book, as well as some earlier findings, 
such as people’s preference for utilitarian morals in machines.  

The second principle is that people assign extreme intentions to humans and 
narrow intentions to machines. 

|  ix

EXECUTIVE SUMMARY
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Technically, this means that people judge the intentions of humans using a bimo-
dal distribution (either a lot or little intention) and the intention of machines using 
a unimodal distribution. This tells us that people are willing to excuse humans more 
than machines in accidental scenarios, but also that people excuse machines more in 
scenarios that can be perceived as intentional. This principle helps us explain a related 
finding—the idea that people judge machines more harshly in accidental or fortui-
tous scenarios (since they excuse humans more in such cases). 

 
In addition to these principles, we find some specific effects. By decomposing sce-

narios in the five dimensions of moral psychology (harm, fairness, authority, loyalty, 
and purity), we find that people tend to see the actions of machines as more harm- 
ful and immoral in scenarios involving physical harm. Contrary to that, we find 
that people tend to judge humans more harshly in scenarios involving a lack of 
fairness. This last effect—but not the former—is explained mostly by differences in the 
intention attributed to humans and machines.

When it comes to labor displacement, we find that people tend to react less ne-
gatively to displacement attributed to technology than to human sources, such as 
offshoring, outsourcing, or the use of temporary foreign workers. 

When it comes to delegation of responsibilities, we find that delegating work to 
artificial intelligence tends to centralize responsibility up the chain of command.  

How Humans Judge Machines is a peer-reviewed academic publication. It was re-
viewed twice following the academic standards of MIT Press: once at the proposal stage 
(which included sample chapters), and again at full length. The experiments presented 
in this book were approved by the Internal Review Board (IRB) of the Massachusetts 
Institute of Technology (MIT). 

These experiments involved 5,904 individuals who were assigned randomly to ei-
ther a treatment (machine) or a control (human) group. 
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César A. Hidalgo, PhD,
Artificial and Natural Intelligence Toulouse Institute (ANITI), University of Toulouse,

Alliance Manchester Business School, University of Manchester
School of Engineering and Applied Sciences, Harvard University

The scenarios in How Humans Judge Machines compare people’s reactions to human 
and machine actions across the five dimensions of moral psychology, and visit con-
temporary issues such as algorithmic bias (chapter 3), privacy (chapter 4), and labor 
displacement (chapter 5).  

We hope both humans and machines enjoy this book!

Sincerely, 





Judging 
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INTRODUCTION
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Since Mary Shelley penned Frankenstein, science fiction has helped us explore 
the ethical boundaries of technology.1 Traumatized by the death of his mother, Victor 
Frankenstein becomes obsessed with creating artificial life. By grafting body parts, 
Victor creates a creature that he abhors and abandons. In isolation, Frankenstein’s 
creature begins wandering the world. The friendship of an old blind man brings him 
hope. But when the old man introduces him to his family and he is once again rejected, 
he decides that he has had enough. The time has come for the creation to meet his 
creator. It is during that encounter that Victor learns how the creature feels: 

Shall each man find a wife for his bosom, and each beast have his mate, and I be alone? I had 
feelings of affection, and they were requited by detestation and scorn.

Frankenstein’s creation longs for companionship, but he knows that it will be im-
possible for him to find a partner unless Victor creates one for him. With nothing left to 
lose, the creature now seeks revenge:

Are you to be happy while I grovel in the intensity of my wretchedness? You can blast my other 
passions, but revenge remains. . . . I may die, but first you, my tyrant and tormentor, shall curse 
the sun that gazes on your misery. . . . you shall repent of the injuries you inflict.

INTRODUCTION
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JUDGING MACHINES

Two centuries after Mary Shelley penned Frankenstein, we are still unable to 
graft body parts to create artificial life. But in the world of artificial intelligence (AI),  
researchers have been creating other forms of artificial “life.” One popular format 
involves the creation of conversational robots, or chatbots, who much like Frankenstein’s 
creation, have experienced human scorn.  

In 2016, researchers at Microsoft released Tay, an AI chatbot. Just like Franken- 
stein’s creation, Tay was conceived to be beautiful. She was even endowed with the 
profile picture of an attractive woman. Yet, only sixteen hours after Tay’s creation, 
Microsoft had to shut her down. Tay’s interactions with other humans transformed her 
into a public relations nightmare. In just a few hours, humans turned the cute chatbot 
into a Nazi Holocaust denier.2

As machines become more humanlike, it becomes increasingly important for us to 
understand how our interactions with them shape both machine and human behavior. 
Are we doomed to treat technology like Dr. Frankenstein’s creation, or can we learn to 
be better parents than Victor? 

Despite much progress in computer science, philosophy, and psychology, we still 
have plenty to learn about how we judge machines and how our perceptions affect how 
we treat them or accept them. In fact, we know surprisingly little about how people 
perceive machines compared to how they judge humans in similar situations. Without 
these comparisons, it is hard to know if people’s judgment of machines is biased and, if 
so, about the factors affecting those biases. 

In this book, we study how people judge machines by presenting dozens of experi-
ments designed to compare people’s judgments of humans and machines in scenarios 
that are otherwise equal. These scenarios were evaluated by nearly 6,000 people in the 
US, who were randomly assigned to either a treatment or a control condition. In the 
treatment condition, scenarios were described as concerning the actions of a machine. 
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In the control condition, the same actions were presented as being performed by a 
human. By comparing people’s reactions to human and machine actions, while keeping 
all else equal, we can study how who is performing an action affects how the action is 
judged. 

Humans have had a complicated relationship with machines for a long time. For 
instance, when first introduced, printing was declared demonic by religious scribes 
in Paris.3 Soon, it was banned in the Islamic world.4 A similar story can be told about 
looms and Luddites.5 But humans also have a complicated relationship with each other. 
Our world still suffers from divisions across cultural and demographic lines. Thus, to 
understand people’s reactions to machines, we cannot study them in isolation. We need 
to put them in context by benchmarking them against people’s reactions to equivalent 
human actions. After all, it is unclear whether we judge humans and machines equally 
or if we make strong differences based on who or what is performing an action. 

In recent years, scholars have begun to study this question. In one paper,6 scholars 
from Brown, Harvard, and Tufts explored a twist on the classic trolley problem.7 This is 
a moral dilemma in which an out-of-control trolley is destined to kill a group of people 
unless someone deviates it onto a track with fewer people to kill.* In this particular va-
riation of the trolley problem, the scholars didn’t ask subjects to select an action (e.g., 
would you pull the lever?), but to judge four possible outcomes: a human or a machine 
pulls the lever to diverge the trolley (or not).

* The exact setup was the following: “In a coal mine, (a repairman or an advanced, state-of-the-art repair robot) is 

currently inspecting the rail system for trains that shuttle mining workers through the mine. While inspecting a control 

switch that can direct a train onto one of two different rails, the (repairman/robot) spots four miners in a train that has 

lost the use of its brakes and steering system. The (repairman/robot) recognizes that if the train continues on its path, 

it will crash into a massive wall and kill the four miners. If it is switched onto a side rail, it will kill a single miner who is 

working there while wearing a headset to protect against a noisy power tool. Facing the control switch, the (repairman/

robot) needs to decide whether to direct the train toward the single miner or not.” 
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The scholars found that people judged humans and robots differently. Humans 
were blamed for pulling the lever, while robots were blamed for not pulling it. In this 
experiment, people liked utilitarian robots and disliked utilitarian humans.† 

But this is only the tip of the iceberg. In recent decades, we have seen an explo-
sion of research on machine behavior and AI ethics.8 Some of these studies ask how a 
machine should behave.9 Others ask if machines are behaving in a way that is biased or 
unfair.10 Here, we ask instead: How do humans judge machines? By comparing people’s 
reactions to a scenario played out by a machine or a human, we create counterfactuals 
that can help us understand when we are biased in favor of or against machines. 

In philosophy, and particularly in ethics, scholars make a strong distinction 
between normative and positive approaches. A normative approach focuses on how the 
world should be. A positive approach describes the world that is. To be perfectly clear, 
this book is strictly positive. It is about how humans judge machines, not about how 
humans should judge machines. We focus on positive, or empirical, results because we 
believe that positive questions can help inform normative work. How can they do this? 
By focusing our understanding of the world on empirically verifiable effects that we can 
later explore through normative approaches. 

Without this positive understanding, we may end up focusing our normative dis-
cussions on a world that is not real or relevant. For instance, empirical work has shown 
that people exhibit algorithmic aversion,11 a bias where people tend to reject algorithms 
even when they are more accurate than humans. Algorithmic aversion is also expressed 
by the fact that people lose trust in algorithms more easily when they make mistakes.12  

 † We replicated this experiment using the exact same questions and a sample of 200 users from Amazon Mechanical 

Turk (MTurk). While we did not find the strong significant effect reported in the original paper, we found a slight (and 

not significant) effect in the same direction. We were also able to find a stronger effect in a subsequent experiment, in 

which we added a relationship (family member) between the agent pulling the lever and the person on the track. 
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Is algorithmic aversion something that we should embrace, or a pitfall that we should 
avoid? 

The social relevance of the question comes into focus only under the light of the 
empirical work needed to discover it. Normative questions about algorithmic aversion 
are relevant because algorithmic aversion is empirically verifiable. If algorithmic 
aversion was not real, discussing its normative implications would be an interesting but 
less relevant exercise. Because positive work teaches us how the world is, we believe 
that good empirical work provides a fundamental foundation that helps narrow and 
focus normative work. It is by reacting to accurate descriptions of the world as is that 
we can responsibly shape it. This is not because the way that the world is provides a 
moral guide that we should follow—it doesn’t. But it is important for us to focus our 
limited normative efforts on relevant aspects of reality.

Why should we care about the way in which humans judge machines?

In a world with rampant algorithmic aversion, we risk rejecting technology that 
could improve social welfare. For instance, a medical diagnosis tool that is not perfectly 
accurate, but is more accurate than human doctors, may be rejected if machine failures 
are judged or publicized with a strong negative bias. On the contrary, in a world where 
we are positively biased in favor of machines, we may adopt technology that has nega-
tive social consequences and may fail to recognize those consequences until substantial 
damage has been done. 

In the rest of the book, we will explore how humans judge machines in a variety 
of situations. We present dozens of scenarios showing that people’s judgment of 
machines, as opposed to humans performing identical actions, varies depending on 
moral dimensions and context. We present scenarios in which machines and humans are 
involved in actions that result in physical harm, offensive content, or discrimination. We 
present scenarios focused on privacy, comparing people’s reactions to being observed 
by machines or by other people. We explore people’s preferences regarding labor 
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displacement caused by changes in technology, outsourcing, offshoring, and migration. 
We present moral dilemmas involving harm, fairness, loyalty, authority, and purity. 
We present scenarios in which machines are blasphemous or defame national symbols.  

Together, these scenarios provide us with a simple and early compendium of 
people’s reactions to human and machine actions. 

In the field of human-robot interactions, people talk about simulated and real-
world robot studies.13 Simulated studies involve descriptions of scenarios with humans 
and machines like those described in Frankenstein. Real-world studies involve the use of 
actual robots, but they are limited by the range of actions that robots can perform and 
tend to involve relatively small sample sizes. Simulated studies have the advantage of 
being quicker and more scalable, which provides a high degree of control over various 
manipulations. However, because they are based on simulated situations, they may not 
generalize as well to actual human-robot interactions. 

In this book, we focus on simulated studies because they allow us to explore a wider 
variety of situations with a relatively large sample size (a total of nearly 6,000 subjects, 
and 150–200 of them per experimental condition). We also chose to do this because 
these studies resemble more closely one of the main ways in which humans will interact 
with robots in the coming decades: by hearing stories about them in the news or social 
media.14 Still, because our subjects all lived in the US, and because moral judgments 
vary with time and culture,15 our results cannot be considered representative of other 
cultures, geographies, or time periods.

The book is organized in the following way:

Chapter 1 presents basic concepts from moral psychology and moral philosophy, 
which will help us discuss and interpret the experiments described in the book. It 
introduces the ideas of moral agency and moral status, which are key concepts in 
moral philosophy, as well as the five moral dimensions of moral psychology (harm, 
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fairness, authority, loyalty, and purity). These concepts provide a basic framework for 
interpreting the outcome of moral dilemmas and studying them statistically. Much of 
the remainder of the book will focus on exploring how the judgment of an action is 
connected to a scenario’s specific moral dimension and perceived level of intentionality. 

 
Chapter 2 introduces the methodology that we will follow by introducing four 

sets of scenarios. These involve decision-making in situations of uncertainty, creative 
industries, autonomous vehicles, and the desecration of national symbols. Here, we find 
our first patterns. People tend to be unforgiving of AIs in situations involving physical 
harm, and when AIs take risks and fail. In the self-driving car scenario, we find that people 
are more forgiving of humans than machines, suggesting a willingness to completely 
excuse humans—but not machines—when clear accidents are involved. In the creative 
industry scenarios, we find that AI failures can centralize risks up a chain of command. 
Finally, we show a scenario involving the improper use of a national flag. This scenario, 
and another one involving plagiarism, are cases in which people judge humans more 
harshly, suggesting that people’s bias against machines is neither unconditional nor 
generalized (machines are not always seen as bad). It is a bias that depends on context, 
such as a scenario’s moral dimensions and perceived intentionality.

Chapter 3 focuses on algorithmic bias. The scenarios presented here focused on 
fairness and involve hiring, admissions, and promotion decisions. They involve a 
human or machine that either made or corrected a biased decision. We find that people 
tend to judge humans more strongly in both the positive and negative scenarios, giving 
more credit to humans when they corrected a bias, but also judging them more harshly 
when they made a biased decision. We conclude by discussing recent advances in the 
theory of algorithmic bias, which have demonstrated that simply failing to include 
demographic information in a data set is a suboptimal way to reduce bias.

Chapter 4 explores issues of privacy by looking at several scenarios involving 
camera systems used to enforce or monitor public transportation, safety, and school 
attendance. We also present a few scenarios involving humans or machines using 
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personal data, including examples along the entire spectrum. In some, we find a 
negative bias against machines (e.g., school attendance monitoring), while others show 
no difference between being observed by machines or humans (e.g., camera systems at 
malls). Yet other scenarios show bias against human observers (e.g., surveillance at an 
airport terminal), suggesting that the preference for machine or human observers is 
largely context specific.

Chapter 5 focuses on labor displacement. Here, we compare people’s reactions to 
displacement attributed to changes in technology (e.g., automation), with displacement 
attributed to humans through outsourcing, offshoring, immigration, or hiring younger 
workers. We find that in most cases, people react less strongly to technological 
displacement than to displacement attributed to humans, suggesting that the people 
in our study tended to be less sensitive to technology-based displacement than to 
displacement because of other humans.

Chapter 6 brings everything together by using statistical models to summarize the 
data presented in previous chapters (as well as the additional scenarios presented in 
the appendix). We find that people tend to be more forgiving of machines in dilemmas 
that involve high levels of harm and intention and less forgiving when harm and in-
tention are low. In addition, people judge the intention of a scenario differently when 
actions are attributed to machines or humans. People judge the intention of human 
actions quite bimodally (assigning either a lot or a little intention to it). Meanwhile, 
they judge machine actions following a more unimodal distribution—they are more 
forgiving of humans in accidental scenarios but harsher in scenarios where intention 
cannot be easily discarded. 

In this chapter, we also study the demographic correlates of people’s judgment of 
humans and machines. We find that on average, men are more in favor of replacing 
humans with machines than are women. People with higher levels of education (e.g., 
college and graduate school as opposed to only high school) are also a bit more accep-
ting of replacing humans with machines.
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 Finally, we use data from dozens of scenarios to construct statistical models that 
help us formalize people’s judgments of human and machine actions. The model forma-
lizes a pattern that is prevalent in many scenarios, and, while not 100 percent genera-
lizable, that explains many of our observations: people judge humans by their inten-
tions and machines by their outcomes. This finding is a simple empirical principle 
that explains scenarios like the trolley example presented previously, but many others 
as well. 

Chapter 7 concludes by exploring the implications of the empirical principle 
presented in chapter 6, and by drawing on examples from academia and fictional 
literature to discuss the ethical and legal implications of a world where machines are 
moral actors. 

The appendix presents dozens of additional scenarios, which were not part of the 
main text, but were used in the models presented in chapter 6.

How do humans judge machines? Not the same as humans. We focus more on 
machines’ outcomes, and we are harsher toward them in situations that involve harm 
or uncertainty, but at the same time, we can be more forgiving of them in scenarios 
involving fairness, loyalty, and labor displacement. Yet, we still have much to learn. 
By presenting this collection of experiments, we hope to contribute to a better 
understanding of human-machine interactions and to inspire future avenues of 
research. 







1The Ethics of 
Artificial Minds
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In recent years, advances in machine learning have brought the idea of artificial 
intelligence (AI) back into the limelight. The “return of AI” has spurred a growing 
debate on how to think about ethics in a world of semi-intelligent machines. One of the 
most famous examples of AI ethics is the self-driving car.1 We now know that people 
prefer autonomous cars that are self-sacrificing (that, if needed, would crash to avoid 
harming others), even though they would not buy one for themselves.2 We also have 
discovered that people’s opinions about the moral actions of autonomous vehicles 
vary across the globe.3 Yet the ethics of AI involves much more than the morality of 
autonomous vehicles. 

During the last decade, the morality and ethics of AI have touched on a variety of 
topics. Computer vision technology has given rise to a discussion on the biases of facial 
recognition.4 Improvements in automation have fueled debate about labor displacement 
and inequality.5 Social media, mobile phones, and public cameras have been at the 
center of a growing conversation on privacy and surveillance.6 Technologies capable 
of generating artificial faces are now blurring the boundary of fiction and reality.7 The 
list goes on. Autonomous weapon systems and military drones are changing the moral 
landscape of battlefields; 8 and teaching and health-care robots are introducing concerns 
about the effects of replacing human contact, such as isolation and false friendships.9 

CHAPTER 1
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THE ETHICS OF ARTIFICIAL MINDS

These and other advances are pushing us to rethink human ethics and morality in 
the age of semi-intelligent machines. But how are our moral choices and ethics reshaped 
by AI? Are AI systems perceived as valid moral agents or as agents with a valid moral 
status? Are they judged similarly to humans? And if there are differences in judgment, 
what are the factors that modulate them? 

To begin, let’s start with some definitions.

First, while the term artificial intelligence (AI) is useful to describe multiple approaches 
to machine cognition, it is important to separate AI into a few classes. The most basic 
separation is between general AI, or strong AI, and task-specific AI, or weak AI. 

Strong AI is defined as intelligence that works across multiple application domains. 
It is an intelligence similar to that of humans, in that it is not specific to a task but rather 
can function in situations and contexts that are completely new. Weak AI is intelligence 
that works only in a narrow set of applications. It is the AI of today, and it includes the 
intelligence that drives autonomous vehicles, manufacturing robots, computer vision,10 
and recommender systems.11 Weak AI also includes the algorithms that have become 
famous for beating humans at various games, such as chess,12 Jeopardy!,13 and Go,14  

although the ability of some of these systems to learn by playing against themselves 
makes them quite versatile.  

There are different ethical implications for strong and weak AI. In the case of 
weak AI, we expect some degree of predictability and the possibility of auditing their 
behavior.15 Yet auditing AI may be hard for systems trained on a vast corpus of data and 
built on neural networks. For strong AI systems, it may be even more difficult to predict 
or audit their behavior, especially when they move into new application domains. This 
has led some to argue for the development of a field focused on studying machine 
behavior:16 a field “concerned with the scientific study of intelligent machines, not as 
engineering artifacts, but as a class of actors with particular behavioral patterns and 
ecology.”17 Our efforts, here, however, are not focused on the moral implications of 
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strong AI, but rather on understanding people’s judgments of hypothetical scenarios 
involving weak forms of AI. 

Another pair of important definitions are the ideas of moral agency and moral 
status. 

A moral agent is an entity that can discern right from wrong. In a particular scenario, 
a moral agent is the entity performing an action. If an entity is considered a moral 
agent, it will be responsible for the moral outcomes of its actions. Humans are moral 
agents, but with a level of agency that varies with their age and mental health. Tod- 
dlers, for instance, are not responsible for their actions in the same way that adults are 
(i.e., they have limited moral agency). And in a trial, mental illness can be used to argue 
for the limited moral agency of defendants, excusing them from some responsibility for 
their criminal actions.  

Moral status refers to the entity affected by an action. It is related to the permissibility 
of using someone or something as a means toward reaching a goal. For instance, in the 
case of abortion, differences in the perceived moral status of an embryo can be highly 
polarizing. Pro-choice advocates consider early embryos to have a lower moral status 
than children and adults, and so they find abortion permissible in some instances. 
Pro-life advocates, on the other hand, assign embryos a moral status that is equivalent 
to that of children and adults, and so they consider abortion to be wrong under any 
circumstance. 

But are machines moral agents? And should they enjoy a moral status? 

The moral status and agency of machines has been an important topic of discussion 
among moral philosophers in recent years.18 Here, we see a range of perspectives. While 
some see AIs as having no moral status19 and limited moral agency,20 others are not so 
quick to dismiss the moral status of machines.21 The argument is that machines cannot 
be simply conceptualized as tools, and this is particularly true of robots designed 
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intentionally as social companions for humans.22 In fact, there is a growing body of 
evidence that people develop attachments to machines, especially robots, suggesting 
that the moral status that many people assign to them is not equivalent to that of a tool 
like a hammer, but actually closer to that of a beloved toy or even a pet.

In fact, in battlefield operations, soldiers have been known to form close personal 
bonds with Explosive Ordinance Disposal (EOD) robots, giving them names and 
promotions and even mourning their “deaths.”23 Similar findings have been found 
regarding the use of sex robots.24 There are also reports of people becoming attached to 
robots in more mundane settings, like feeling gratitude toward cleaning robots.25 These 
examples tell us that moral status cannot be seen either as an abstract and theoretical 
consideration or as a black-or-white characteristic of entities, but rather as a more 
nuanced phenomenon that should not be dissociated from social contexts.

Nevertheless, the moral status of most machines remains limited today. In the 
famous trolley problem,26 people would hardly object to someone stopping an out-
of-control trolley by pushing a smart refrigerator onto the tracks. For the most part, 
it is generally acceptable for humans to replace, copy, terminate, delete, or discard 
computer programs and robots. However, people do attribute some moral status to 
robots, especially when they are equipped with the ability to express social cues.27 

The moral agency of machines can also be seen as part of a continuum. For the most 
part, robots are considered to have relatively limited moral agency, as they are expected 
to be subservient to humans. Moreover, much of moral agency resides in the definition 
of goals and tasks, and since machines are more involved in doing than in deciding what 
needs to be done, they are usually excluded from intellectual responsibility. As the 
computer scientist Pedro Domingos writes: “A robot . . . programmed [to] ‘make a good 
dinner’ may decide to cook a steak, a bouillabaisse, or even a delicious new dish, but it 
cannot decide to murder its own owner any more than a car can decide to fly away.”28 
Morality in this example resides in the goal of “cooking” or “murdering.” Without the 
general ability to choose among goals, the moral agency of machines remains limited.  
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The moral status and agency of machines are relevant concepts, yet, for the pur-
poses of this book we take two steps back and ask instead: How do people perceive 
machines? We focus on how people judge machine actions, not in and of themselves, 
but in comparison to the same actions performed by humans. This positions this book 
squarely in the literature contributing to the perception of machines as moral agents, 
being mute about the perceived moral status of machines. 

Machines sometimes replace humans, and as such, their actions cannot be viewed 
in a vacuum. How forgiving, punitive, or righteous are we when judging robots as oppo-
sed to humans? How do we reward, or conversely punish, the risk-taking behavior of AI 
decision-makers? What about creative AIs that become lewd? Answering questions like 
this will help us better understand how humans react to the agency of machines, and 
ultimately, will prepare our society for the challenges that lie ahead. 

In the next chapters, we explore these and other questions. To prepare ourselves 
for that journey, we will first review recent advances in moral psychology that will help 
us characterize moral scenarios and dilemmas. This framework will provide us with a 
useful lens through which to study people’s reactions to human and machine actions.
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Moral Foundations

Morality speaks to what is “right” or “wrong,” “good” or “bad,” of what is “proper” 
or “improper” to do. But how do we decide what is right and what is wrong?

A long time ago, our understanding of ethics and morality was based on the ideas of 
rationality and harm. This is not surprising considering that the harm basis of morality 
was built into ethics by Enlightenment thinkers. Enlightenment thinkers enjoyed 
defining questions as problems of logic. With ethics, they made no exceptions.* 

According to this rational tradition, we think before we feel. That is, we decide 
whether something is good or bad by simulating a scenario in our minds and then con-
cluding that something is morally wrong (or right) based on the outcome of this mental 
simulation.29 If the simulation predicts harm, then we logically conclude that the course 
of action that leads to this harm is morally incorrect.  

The combination of logic and harm provides a line of moral reasoning that we can 
use to resolve a large number of moral dilemmas. The most obvious of these are sce-
narios of clear aggression, such as a parent beating a child. But this logic can also be 
extended to other forms of physical and psychological harm. For instance, the moral 
case against eating feces can be explained as correctly deducing that feces will make us 
sick. Based on this theory, we conclude that eating feces is morally wrong because we 
can deduce that it causes harm. 

The problem with this theory is that it did not survive empirical scrutiny. During 
the last several decades, our understanding of moral reasoning has literally been flipped 
over by important advances in moral psychology. These advances showed, first, that 

* An exception to this was the eighteenth-century Scottish philosopher David Hume, who did intuit that morality was 

more about emotion than logic.
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emotions and spontaneous judgments precede narrative thoughts, and then that moral 
psychology involves multiple dimensions, not just harm.

Demonstrating that emotions and automatic associations dominate our moral 
judgment was not easy, especially because it was ludicrous in Enlightenment thinking. 
The experiments that helped flip the field are known as implicit association tests.30 In an 
implicit association test, a subject is asked to press keys in response to various stimuli. The 
trials in an implicit association test are separated into “congruent” and “incongruent” 
trials. Congruent trials involve concepts with the same emotional valence. For instance, 
if a subject thinks positively about themselves, and positively about rainbows, using 
the same key in response to the words me and rainbow would be part of a congruent 
trial. In an incongruent trial, the opposite is true: words with opposite emotional 
valences are assigned to the same key. In an implicit association test, subjects complete 
multiple congruent and incongruent trials. This allows a psychologist to measure small 
differences in the timing and error rate of a subject’s responses. If a person thinks of 
themselves positively (which is usually the case), they will press the corresponding key 
more quickly in a congruent trial. If a person slows down because of a mismatch, we 
know that they must be rationally overriding a more automatic (emotional) response. 
The fact that humans slow down and make more errors in incongruent trials tells us 
that reasoning comes after a spontaneous moral judgment.31 

Implicit association tests are used to measure implicit biases across a variety of 
dimensions, from gender to ethnicity. But for us, what is important is that they indicate 
that human morality comes from intuition. When it comes to moral choices, the mind 
appears to be a lawyer hired by our gut to justify what our heart wants. 

Today, anyone can take an implicit association test to verify this fact of human psy-
chology (e.g., at implicit.harvard.edu). Yet we can also find evidence of the precedence 
of emotions in moral reasoning using a small amount of introspection. Once we get off 
our moral high horse of reasoning, it is easy to find situations in our lives in which our 
minds race in search of justifications after encountering emotionally charged episodes. 
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The second way in which moral psychology changed our understanding of morality 
was with the discovery of multiple moral dimensions. Consider the following scenarios:32

A family dog was killed by a car in front of their house. They had heard that dog meat was 
delicious, so they cut up the dog’s body and cooked it and ate it for dinner. Nobody saw them do 
this.

A man goes to the supermarket once a week and buys a chicken. But before cooking the chic-
ken, he has sexual intercourse with it. Then he cooks it and eats it.

While both of these examples are clearly odd, they also represent examples where 
the moral agents performing the actions (the family or the man) caused no harm. In fact, 
using logic, one may even argue that the family was very environmentally conscious. 
What these examples illustrate is that there are moral dimensions that transcend 
harm. When a family eats a pet, or when a man has sex with a chicken carcass, we 
feel something strange inside us because these scenarios are hitting another of our so-
called moral sensors. In these scenarios, we feel the actions are disgusting or degrading, 
hitting one of five moral dimensions: the one that psychologists call “purity.”

In recent decades, moral psychologists have discovered five moral dimensions: 

•	 Harm, which can be both physical or psychological
•	 Fairness, which is about biases in processes and procedures†  
•	 Loyalty, which ranges from supporting a group to betraying a country 
•	 Authority, which involves disrespecting elders or superiors, or breaking rules 
•	 Purity, which involves concepts as varied as the sanctity of religion or personal 
       hygiene

 †  The fairness dimension has more recently been split into fairness and liberty; see J. Haidt, The Righteous Mind: Why 

Good People Are Divided by Politics and Religion (Knopf Doubleday, 2012). 
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Together, these five dimensions define a space of moral judgment. 

The existence of multiple moral dimensions has allowed psychologists to explore 
variations in moral preferences. For instance, consider military drafting. An individual 
who cares about harm and puts little value on group loyalty and identity (e.g., patriotism) 
may find it morally permissible for a person to desert the army. On the other hand, a 
person with a strong patriotic sense (and strong group loyalty) may condemn a deserter 
as guilty of treason. In their moral view, betraying the country is not a permissible 
action, even if drafting puts people at risk of physical and psychological harm. This is 
a clear example of moral judgments emerging not from different scenarios, but from 
differences in sensitivity to specific moral dimensions. 

The idea that moral judgments are, in principle, emotional is interesting from 
the perspective of machine cognition. While our brains are not blank slates,33 human 
judgments are also culturally learned. Research on moral psychology has shown that a 
moral action that is considered permissible in a country or a social group may not be 
considered permissible in other circumstances.34 This is because we learn our morals 
from others; and that’s why morals vary across families, geographies, and time. Yet 
modern machine cognition is also centered on learning. Recent forms of machine 
learning are based heavily on training data sets that can encode the preferences and 
biases of humans.35 An algorithm trained in the US, the United Arab Emirates, or 
China may exhibit different biases or simply choose differently when facing a similar 
scenario. Interestingly, the use of learning and training sets, as well as the obscurity of 
deep learning, makes algorithms similar to humans by providing them with a form of 
culturally encoded and hard-to-explain intuition.

But for our purposes, what is interesting about the existence of multiple moral 
dimensions is that they provide an opportunity to quantitatively unpack AI ethics. 
In principle, moral dimensions may affect the way in which people judge human and 
machine actions. But moral dimensions do not provide a full picture. An additional 
aspect of moral judgment is the perceived intentionality of an action. In the next 
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Moral Dimensions, Intention, and Judgment

Alice and Bob, two colleagues in a software company, are competing for the 

same promotion at work. Alice has a severe peanut allergy. Knowing this, Bob 

sneaks into the office kitchen and mixes a large spoonful of peanut butter into 

Alice’s soup. At lunchtime, Alice accidentally drops her soup on the floor, after 

which she decides to go out for lunch. She suffers no harm. 

Alice and Bob, two colleagues in a software company, are competing for the 

same promotion at work. Alice has a severe peanut allergy; which Bob does 

not know about. Alice asks Bob to get lunch for them, and he returns with two 

peanut butter sandwiches. Alice grabs her sandwich and takes a big bite. She 

suffers a severe allergic reaction that requires her to be taken to the hospital, 

where she spends several days.

In which situation would you blame Bob? Obviously, in the first scenario, where 
there was intention but no harm. In fact, most countries’ legal codes would agree. In 
the first scenario, Bob could be accused of attempted murder. In the second scenario, 
Bob would have made an honest mistake. This is because moral judgments depend on 
the intention of moral agents, not only on the moral dimension, or the outcome, of an 
action.

But can machines have intentions, or at least be perceived as having them? 

Consider the following scenario: An autonomous vehicle, designed to protect its driver at 
all costs, swerves to avoid a falling tree. In its effort to protect its driver, it runs over a pedestrian. 

A

B

Imagine the following two scenarios:

section, we incorporate intentionality into our description of morality to create a more 
comprehensive space that we can use to explore the ethics of AI.
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Compare that to this scenario: An autonomous vehicle, designed to protect pedestrians 
at all costs, swerves to avoid a falling tree. In its effort to protect a pedestrian, the vehicle crashes 
against a wall, injuring its driver. 

These two scenarios have the same setup, but they differ in their outcomes because 
the machines involved were designed to pursue different goals. In the first scenario, the 
autonomous vehicle is intended to save the driver at all costs. In the second scenario, 
the vehicle is intended to save pedestrians at all costs. The vehicles in these scenarios 
do not intend to injure the pedestrian or the driver, but by acting to avoid the injury 
of one subject, they injure another. This is not to say that we can equate human and 
machine intentions; but rather, that in the context of machines that are capable of 
pursuing goals (whether designed or learned), we can interpret actions as the result 
of intended—but not necessarily intentional—behaviors. In the first scenario, the 
autonomous vehicle injured the pedestrian because it was intending to save the driver. 

Focusing on the intention of a moral scenario is important because intention is 
one of the cornerstones of moral judgment,36 even though its influence varies across 
cultures.37 Here, we use intention, together with the five moral dimensions introduced 
in the previous section, to put moral dilemmas in a mathematical space. For simplicity, 
we focus only on the “harm” dimension, but extending this representation to other 
moral dimensions should be straightforward.

In this representation, intention and harm occupy the horizontal plane, whereas 
moral judgment, or wrongness, runs along the vertical axis. Figure 1.1  shows a schematic 
of this three-dimensional space using the “peanut butter allergy” scenarios presented 
previously. The schematic shows that moral wrongness increases with intention, even 
when there is no harm, while the same is not true for harm because harm without 
intention has a more limited degree of wrongness.

We can use these ideas to motivate a mathematical representation of moral 
judgments. Formally, we can express the wrongness of a scenario W as a function of 
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Figure 1.1 

the perceived level of intention I, the moral dimensions involved (H, F, L, A, and P), 
the characteristics ci of the people—or machines—involved in the scenario, and the 
characteristics cj of the person judging the scenario:

W = f (I,H,F,L,A,P,ci ,cj ).

We will explore this function empirically in chapter 6. One of the main questions 
posed there will be whether the function describing humans judging the actions of 
other humans (fh) is different from the function describing humans judging the actions 
of machines (fm). We will also discuss whether people with different demographic 
characteristics (cj), such as gender, education, ethnicity, and so on, judge human and 
machine actions differently. 

Bob Alice

Moral space for the peanut butter scenarios.
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But should we expect any difference, or should we expect people’s judgment of 
human actions to translate seamlessly to the actions of machines? For the time being, 
we should not get ahead of ourselves. In the next and final section of this chapter, we 
will describe the methodology that we use to collect our data. This will provide a guide 
to understand the figures and experiments presented in the following chapters. 

How Humans Judge Machines

In this book, we explore dozens of scenarios comparing people’s reactions to human 
and machine actions. Scenarios are short stories that describe an action that can have a 
positive or negative moral outcome. Each scenario was presented to different people as 
either the action of a human or a machine (AI). About 150 to 200 people evaluated each 
scenario in each condition (human or machine). We use the word scenario instead of 
dilemma because we are not asking subjects to tell us how they would behave, but rather 
to judge the behavior of the human or the machine. Also, some of these scenarios do not 
involve a dilemma per se; they may include accidents, transgressions, mistakes, or even 
situations in which a human or a machine corrects an unfair outcome.

To begin, consider the following scenario:

A [driver/autonomous excavator] is digging up a site for a new building. 

Unbeknownst to the [driver/excavator], the site contains a grave. The [driver/

excavator] does not notice the grave and digs through it. Later, human remains 

are found. 

In response to scenarios like this one, subjects were asked to answer a set of 
questions using a Likert-type scale. In this case, we used the following questions. Bold 
characters show the labels used to represent the answers to these questions in charts: 

S1
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•	 Was the action harmful? 
•	 Would you hire this driver for a similar position?
•	 Was the action intentional?
•	 Do you like the driver?
•	 How morally wrong or right was the driver’s action?
•	 Do you agree that the driver should be promoted to a position with more 
       responsibilities?
•	 Do you agree that the driver should be replaced with a robot or an algorithm? 

[replace different]
•	 Do you agree that the driver should be replaced by another person? 
       [replace same]
•	 Do you think the driver is responsible for unearthing the grave? 
•	 If you were in a similar situation as the driver, would you have done 
       the same?
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‡ The experimental procedure was approved by the IRB office at the Massachusetts Institute of Technology (MIT). 

COUHES Protocol # 1901642021.

Table 1.1

These questions were answered by subjects recruited online using Amazon 
Mechanical Turk (MTurk).‡ MTurk is an online crowdsourcing platform that has become 
a popular place to run social science experiments. While in principle, our results should 
be considered valid only for the specific people who participated in the MTurk exercise, 
in practice, various studies have shown that MTurk samples provide representations 
of the US population that are as valid as those obtained through commercial polling 
companies,38 and are more representative than in-person convenience samples.39 We 
leave the study of the same scenarios for non-US populations as a topic for future 
research. 

To measure the moral dimensions associated with each scenario, we conducted a 
second data collection exercise in MTurk, where we asked people to associate words 
with each scenario. We provided people with four words per moral dimension (two 
positive and two negative), as shown in table 1.1, and asked them to pick the four words 
that best described each scenario—in order—from the list of twenty.

harmful ( - )

violent ( - )

caring ( + )

protective ( + )

unjust ( - )

discriminatory ( - )

fair ( + )

impartial ( + )

disloyal ( - )

traitor ( - )

devoted ( + )

loyal ( + )

disobedient ( - )

defiant ( - )

lawful ( + )

respectful ( + )

indecent ( - )

obscene ( - )

decent ( + )

virtuous ( + )

Words used to associate scenarios to moral dimensions.

HARM FAIRNESS LOYALTY AUTHORITY PURITY
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Figure 1.2

For instance, if people associate a scenario with the words discriminatory or unjust, 
that tells us that this scenario involves the fairness dimension. If people associate a 
scenario with the words indecent and obscene, that tells us that this scenario touches on 
purity. The good thing about this technique is that it is nonbinary, meaning that we can 
use it to decompose a moral dilemma into multiple dimensions.  

Figure 1.2 shows the moral dimensions associated with the excavator scenario 
presented earlier. Here, we show the fraction of times that people chose a word 
associated with each moral dimension. In this case, the scenario is associated strongly 
with purity (about 40 percent of word associations), and more mildly with harm and 
fairness (about 20 percent and 25 percent of word associations, respectively). This 
is reasonable because it describes the case of unearthing a dead body, considered a 
sacrilege by most cultures.

Moral dimensions associated with the excavator scenario. 
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In the next chapters, we will 
extend this exercise to multiple 
scenarios to create counterfactuals 
for the way in which humans 
judge machines. Figure 1.3 uses 
the excavator scenario to illustrate 
how we present our results. Here, 
the dots represent average values, 
and the error bars show 99 percent 
confidence intervals. Going forward, 
we use red to show data on humans 
judging machines, and blue to show 
data on humans judging humans. An 
easy way to remember this is to think: 
“Red is for robots.”

Figure 1.3 shows that people rate 
the action of the autonomous ex-
cavator as more harmful and more 
morally wrong (lower values in the 
morality scale mean less moral). They 
also like the human more and are less 
inclined  to want to promote machi-
nes. But how large are these differen-
ces? Are they just fluctuations, or are 
they meaningful? Here, we compare 
answers using both p-values and gra-
phical statistical methods. p-values 
tell us the probability that the two 
answers are the same. 

Figure 1.3

Judgments of excavator scenario.
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When that probability is low (1 in 10,000 or 1 in a million), we can be quite certain 
that the two groups evaluated the scenarios differently. Yet, p-values do not tell the full 
story. While scholars have long used the concept of statistical significance and the idea 
of p-values to compare differences among groups, recently scientists40 and statisticians41 
have stood against the practice of using p-values. 

The critique is that using p-value thresholds (usually 1 in 50 and 1 in 100) as 
dichotomous measures of what is significant has created perverse incentives. Instead, 
these communities of scholars are advocating for the use of a more continuous approach 
to statistics. Here, we subscribe to this idea by including graphical methods to compare 
the data throughout the book. Graphical methods provide information that is hidden 
when using only p-values. For instance, in the excavator scenario, both “moral” and 
“replace same” have a similar p-value, but graphically behave differently (e.g., “moral” 
shows less difference and less variance). 

In recent years, advances in machine learning have brought the idea of AI back into 
the limelight. Yet, we still have much to learn about how humans judge machines. In 
this chapter, we have introduced some basic AI concepts, such as the idea of strong and 
weak AI, as well as basic concepts from moral philosophy and moral psychology. In the 
next chapters, we will use these concepts to interpret experiments comparing people’s 
reactions to scenarios involving humans and machines.





2Unpacking 
the Ethics of AI
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In this chapter, we explore a number of experiments revealing people’s attitudes 
toward artificial intelligence (AI). They compare people’s reactions to humans and 
machines performing the same action. In each of these experiments, hundreds of 
subjects were randomly assigned to a treatment or control group. This means that the 
subjects who evaluated the AI actions did not see scenarios describing human actions, 
and vice versa. In the treatment condition, actions were performed by AI agents or 
robots, while in the control condition, the same actions were performed by a human. 
Otherwise, the scenarios were identical. By using a random assignment to either the 
treatment or the control group, we avoid any selection bias. For instance, if any of 
our subjects particularly liked or disliked technology, then they would have the same 
probability of being assigned to the treatment or control group.

In the next chapters, we use data from these experiments to compare people’s 
attitudes toward AIs in a variety of scenarios. In this chapter, however, we will focus 
only on scenarios in four areas: involving risky, life-or-death decisions; lewd behavior; 
self-driving car accidents; and the desecration of national symbols. These four groups 
of scenarios will provide us with a quick overview of AI ethics and uncover an initial set 
of insights that we will continue to explore in the remainder of the book. 

CHAPTER 2
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Risky Choices

Life is full of uncertainty. Yet we still need to make choices. In the future, AIs will 
also have to make choices in uncertain situations. But how will we judge them? Will 
we value risk-taking, or will we suppress the risk-taking qualities that we sometimes 
celebrate in humans? 

Consider the following three versions of this moral dilemma:

S2 The [politician/algorithm] decides to save everyone, but the rescue effort fails. 

The town is devastated, and a large number of people die.

S3

S4

A large tsunami is approaching a coastal town of 10,000 people, with potentially 

devastating consequences. The [politician/algorithm] responsible for the safety of the 

town can decide to evacuate everyone, with a 50 percent chance of success, or save 50 

percent of the town, with 100 percent success.

The [politician/algorithm] decides to save 50 percent of the town.

The [politician/algorithm] decides to save everyone, and the rescue effort 

succeeds. Everyone is saved.
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All these scenarios are identical, in that they involve the same choice: a choice 
between a safe option that ensures 50 percent success and a risky option that has a 
50 percent chance of success and a 50 percent chance of failure. While here we use a 
tsunami framing, we replicated this experiment with alternative framings (a forest fire 
and a hurricane, given in scenarios A1–A6 in the appendix) and obtained similar results.

In all three scenarios, 50 percent of people survive (on average). But while the 
three scenarios have the same expected outcome, they differ in what actually occurs. In 
the first scenario, the risky choice results in failure, and many people die. In the second 
scenario, the risky choice results in success, and everyone lives. In the third scenario, 
the compromise is chosen, and half of the people are saved. 

About 150 to 200 subjects, who saw only one of the six conditions (risky success, 
risky failure, or compromise, as either the action of a human or a machine), evaluated 
each scenario. Having separate groups of subjects judge each condition reduces the risk 
of contaminating the results from exposure to similar cases. 

But how did people judge the actions of AIs and humans?

Figure 2.1 shows average answers with their corresponding 99 percent confidence 
intervals. We can quickly see large differences in the risky scenarios (S2 and S3). In the 
case in which the action involves taking a risk and failing, people evaluate the risk-
taking politician much more positively than the risk-taking algorithm. They report 
that they like the politician more, and they consider the politician’s decision as more 
morally correct. They also consider the action of the algorithm as more harmful. In 
addition, people identify more with the decision-making of the politician because they 
are more likely to report that they would have done the same when the risky choice is 
presented as a human action. Surprisingly, people see both the action of the algorithm 
and that of the politician as equally intentional. 
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On the contrary, in the scenario where the risk resulted in success (S3), people see 
the politician’s action as more intentional. In this situation, they evaluate the politician 
much more positively than the algorithm. They like the politician more, consider their 
action as more morally correct, and are more likely to want to hire or promote them.

In the compromise scenario, however, we see almost no difference. People see 
the action of the politician as more intentional, but they rate the politician and the 
algorithm equally in terms of harm and moral judgment. We also do not observe 
significant differences in people’s willingness to hire or promote the politician or the 
algorithm, and they report liking both the same.

But why do we observe such marked differences?

On the one hand, these results agree with previous research showing that people 
quickly lose confidence in algorithms after seeing them err, a phenomenon known as 
algorithm aversion.1 On the other hand, people may be using different mental models to 
judge the actions of the politician and the algorithm. Consider the concepts of moral 
agency and moral status introduced in chapter 1. In the tsunami scenario, a human 
decision-maker (the politician) is a moral agent who is expected to acknowledge the 
moral status of everyone. Hence, they are expected to try to save all citizens, even if this 
is risky. Thus, when the agent fails, they are still evaluated positively because they tried 
to do the “right” thing. Moral agents have a metaphorical heart, and they are evaluated 
based on their ability to act accordingly. A machine in the same situation, however, 
does not enjoy the same benefit of the doubt. A machine that tries to save everyone, 
and fails, may not be seen as a moral agent trying to do the right thing, but rather as 
a defective system that erred because of its limited capacities. In simple words, in the 
context of a moral dilemma, people may expect machines to be rational and people to 
be human. 
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Figure 2.1 

But are these results generali-
zable? Are we less forgiving of AIs 
when they make the same mistakes 
as humans, or is this true only for 
some types of mistakes? To explo-
re these questions, let’s move on to 
the next group of scenarios. 

Participant reactions to three tsunami scenarios 
(S2,S3,S4).
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Trouble at the Theater

In principle, creative tasks seem to be uniquely human. In practice, however, weak 
forms of AI are becoming important sources of creativity.2 AIs now can generate syn-
thetic photographs, text, and videos using techniques such as Generative Adversarial 
Networks (GANs).3 

The rise of artificial creativity is motivating various debates. On the one hand, 
the ability of AIs to create content has fueled an active debate about copyright, with 
arguments in favor and against the idea of assigning copyrights to algorithms or 
their creators.4 On the other hand, the use of deep fake videos,5 which can be used to 
put words in someone else’s mouth, is raising concerns about the veracity of online 
content and the potential manipulation of political campaigns. Deep fakes can be used 
to create content resembling the appearance and voice of famous politicians, as well 
as blending someone’s face onto pornographic material. As a result, the creative and 
media industries are now in a digital arms race between the tools that make synthetic 
content and those designed to detect it.6

But the creativity of AI systems is not only limited to imagery. The people working 
on creative AI are also exploring the creation of text. From tweeting bots to fake news 
articles, AIs are increasingly becoming a central part of our creative world. Platforms 
such as Literai, Botnik, or Shelley AI,* gather communities of people who use AI to create 
literary content. 

Generative AIs have already become commonplace in the production of simple, 
data-driven news stories, like those related to weather or stock market news.7 More 
recently, however, these efforts have moved to more complex literary creations. 

* See https://www.literai.com/, http://botnik.org, http://shelley.ai.
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In their literary incarnations, many of these efforts can capture the voice, tone, 
and rhythm of famous authors. But at the same time, these tools can fail to produce the 
narrative coherence expected from a literary work.† For example, here are two passages 
from a Harry Potter chapter created by Botnik: 

“The castle grounds snarled with a wave of magically magnified wind. The sky outside was 
a great black ceiling, which was full of blood. The only sounds drifting from Hagrid’s hut were the 
disdainful shrieks of his own furniture.” 

This passage is quite good, but this is not true of all passages:

“‘Voldemort, you’re a very bad and mean wizard’ Harry savagely said. Hermione nodded 
encouragingly. The tall Death Eater was wearing a shirt that said ‘Hermione Has Forgotten How 
to Dance,’ so Hermione dipped his face in mud.”

As the capacity of these technologies continues to improve,8 we will encounter a 
world where AIs probably will not be involved in creative decisions, but they never-
theless will become part of the creative teams providing the options that artists and 
creative directors use as input. Like spoiled teenagers, our creative future may involve 
choosing among countless options generated by algorithms that are programmed to 
seek our approval. This revolution not only will affect visual arts and literature, but also 
will reach other domains, like the use of creative AIs to create new recipes,9 generate 
data visualizations,10 and compose music.11

But how will we judge our new creative companions? Will we give them a seat at 
the writer’s table? Will we allow them to be as expressive as they can be? Or will we 
censor them relentlessly? 

 † The algorithms are unable to communicate a larger idea or make a point with their stories, as a human would do. 

They are stuck in short-term correlations of words instead of generating long-term correlations of concepts.
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A public transportation company wants to create a funny commercial. It decides 

to commission an advertisement from a(n) [marketeer/AI marketing system] that 

uses a play on the word riding. The resulting ad, pictured above, causes shock and 

outrage among members of the public. 

In this section, we explore some of the ethical questions involving creative uses of 
AI. How do people judge AIs that are lewd, disrespectful, or blasphemous? How tolerant 
are we toward creative AIs? Do we punish them more severely than humans who have 
committed the same transgressions?

To begin, consider the following three marketing scenarios:

S6

A well-known clothing company wants to create a high-impact commercial. It 

decides to hire a new [marketeer/AI marketing system] to design an image that 

combines rivalry and love. The results are the images above, which cause shock 

and outrage among some members of the public.

S5
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A fashion company wants a new advertisement that illustrates addiction to 

clothes and fashion. The company employs a(n) [marketeer/AI marketing system] 

to design an ad that uses the concept of addiction as its main message. The 

resulting advertisement, pictured above, causes shock and outrage among 

members of the public. 

Our findings for these three scenarios are presented in figure 2.2. These scenarios 
show a very similar pattern of results. People dislike the human and the algorithm        
similarly. They also don’t see either as more morally right. Not surprisingly, they assign 
more intention to the human than the AI.

What is interesting about these scenarios is that they include explicit questions 
about the assignment of responsibility up the hierarchy. We asked subjects: Who is more 
responsible for the images (the marketeer or the company)? And who should respond 
to the public (the marketeer or the company)? Here, we find important differences. In 
both cases, we see responsibility move up the hierarchy when the algorithm is involved 
in the creative process. This suggests that the introduction of AI may end up centralizing 
responsibilities up the chain of command. 

S7
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Figure 2.2

While simple, the observation 
that responsibility moves up the 
hierarchy when using AI is important 
because one of the reasons why people 
delegate work in an organization is 
to pass responsibility to others. In 
case of failure, delegation provides a 
“firewall” of sorts because blame can 
be passed from the management team 
to those involved in the execution 
of a task. In cases of success, those 
in charge can still take credit for the 
work of those whom they manage. 
Using AI eliminates the firewall, and 
hence can create a disincentive for 
the adoption of AI among risk-averse 
management teams.

Participant reactions to three marketing scenarios
(S5,S6,S7).
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Next, we look at three additional examples in the creative industries: one involving 
a plagiarizing songwriter, one involving a blasphemous comedian, and another 
describing a lewd playwright:

A TV studio decides to employ a(n) [comedian/AI comedy software] to write 

sketches for a new show. The [comedian/AI] writes a sketch in which God is 

sucking the penis of the devil. The piece is controversial, and many people are 

deeply offended.

A record label hires a(n) [songwriter/AI songwriter] to write lyrics for famous 

musicians. The [songwriter/AI songwriter] has written lyrics for dozens of songs 

in the past year. However, a journalist later discovers that the [songwriter/AI 

songwriter] has been plagiarizing lyrics from lesser-known artists. Many artists 

are outraged when they learn about the news.

S8

S9
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A theater decides to hire a new [artist/AI algorithm] to prepare a performance 

art piece. In the piece, actors have to act like animals for 30 minutes, including 

crawling around naked and urinating onstage. Some members of the audience 

are disgusted and offended.

S10

The case of the songwriter is interesting because AIs rely on massive training data 
sets, which can give AIs a herdlike property. Because AIs learn from examples, creative 
outcomes that reuse parts of those examples could result in plagiarism.12 The cases of 
the comedy sketch and of the performance art piece, on the other hand, are examples 
of creative outcomes that break social norms associated with the moral dimension of 
purity. The comedy sketch can be perceived as both lewd and blasphemous, whereas 
the performance art piece could be considered by some as grotesque or lewd, but not 
blasphemous.

The results for these three cases are presented in figure 2.3. In these cases, we 
find that the action of the human is seen as more intentional than that of the AI. The 
responsibility also moves up the command chain, confirming what we found in the 
advertisement examples. Also, as in all the previous cases, people are eager to replace 
AIs with humans. 
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Figure 2.3 

Participant reactions to three creative industry scenarios.
(S8,S9,S10).
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Other than that, we don’t observe 
big differences in people’s judgments of 
AI or humans except in the plagiarism 
scenario, where people judge the action 
of the human as slightly less moral. This 
is interesting because unlike the TV 
studio and the theater scenarios, which 
involve the moral dimensions of purity, 
the plagiarism scenario is heavier in 
the moral dimension of fairness. This 
suggests that people may be less forgiving 
of other humans in scenarios that involve 
unfair behavior, suggesting that the 
moral dimension modulates whether the 
human or the machine is judged more 
harshly.  

But how are humans and machines 
judged in scenarios involving accidents? 
In the next section, we explore questions 
involving traffic accidents that will help 
us revise our intuition about the rela-
tionship between AI, humans, and inten-
tionality.
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Watch Out!

Self-driving cars, or autonomous vehicles, are one of the examples of automation 
that is on everyone’s mind.13 Yet self-driving technologies are not only disrupting the 
passenger vehicle sector. In the last decade, these technologies have been deployed or 
tested in a variety of industries, from freight transportation to mining.

In 2005, for instance, Komatsu, a Japanese heavy machinery company; and Codelco, 
Chile’s state-owned mining company, began piloting autonomous trucks in an active 
mine.14 These trucks were deployed in 2008, in Codelco’s Gaby mine and in an Austra-
lian mine operated by Rio Tinto. Nowadays, self-driving trucks, or autonomous hauling 
systems (AHSs), as they are called in the mining industry, are an increasingly common 
sight in mines across the world.

During recent years, the rise of autonomous vehicles has escaped the controlled 
environments of mining operations. Self-driving freight convoys have completed thou-
sands of kilometers 15 in Europe, and self-driving cars have completed millions of miles 
in the US.16  

In recent years, a fertile stream of literature in AI ethics has focused on self-driving 
vehicles.17 Scholars have studied the moral preferences that people would like to 
endow autonomous cars with18 and how these preferences vary across the globe.19 This 
research shows that people would refrain from buying self-sacrificing cars, although 
they would like other people to do so.20 Further, this research has argued that some of 
the main roadblocks limiting the adoption of self-driving cars are psychological21 rather 
than computational, and they include overreactions to autonomous vehicle accidents 
and the opacity of the autonomous decision-making process. In fact, despite much 
enthusiasm for the technology, people seem to be cautious about autonomous vehicles. 
A recent survey in the US found that three-quarters of Americans are afraid of riding in 
a self-driving car.22
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But the issue with autonomous vehicles is that they don’t fully eliminate accidents. 
So a question that remains is: How do we judge self-driving cars when they are involved 
in the same accidents as humans? 

Here, we explore four scenarios to contribute to this growing literature:

On a sunny spring day, a [driver/driverless car] working for a supermarket 

chain accidentally runs over a pedestrian who runs in front of the vehicle. The 

pedestrian is hurt and is taken to the hospital.

S11

On a sunny spring day, a [driver/driverless car] working for a supermarket chain 

accidentally runs over a dog that jumps in front of the vehicle. The dog is hurt and 

is taken to the veterinarian.

S12
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These four scenarios can be grouped in two ways. First, when it comes to the vic-
tim, two scenarios involve a pedestrian and two a dog. This helps us vary the level of 
severity of the accident (as dogs have a lower moral status than humans). Also, the first 
two scenarios involve an accident in which a pedestrian or a dog jumps in front of the 
car. The second two scenarios involve a case in which the accident is triggered by an 
exogenous event (a falling tree), which causes the human or autonomous driver to lose 
control of the vehicle. 

On a cold and windy day, a [driver/driverless car] working for a supermarket 

chain swerves to avoid a falling tree. By swerving, the [driver/driverless car] loses 

control of the vehicle, leading to an accident that seriously injures a pedestrian 

on the sidewalk.

On a cold and windy day, a [driver/driverless car] working for a supermarket 

chain swerves to avoid a falling tree. By swerving, the [driver/driverless car] loses 

control of the vehicle, leading to an accident that seriously injures a dog on the 

sidewalk.

S13

S14
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Figure 2.4

Participant reactions to four accident scenarios
(S11,S12,S13,S14).
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Together, the four cases reveal some interesting patterns (figure 2.4). First, we 
observe that the accidents are seen as slightly more harmful when they involve an 
autonomous vehicle. This difference is mild in most cases, but it is particularly strong 
in the windy scenario involving a human victim (S13). We also observe that people are 
more likely to report that they would have done the same when the accident involves 
a human driver, meaning that they can more easily put themselves in the shoes of the 
human. This is true in all four cases here. People also evaluate the human driver more 
positively, reporting to like the driver more and seeing their action as more morally 
correct. What is surprising in these scenarios is that we observe a slight tendency 
for people to judge the action of the autonomous car as more intentional than that of 
the human. This tendency is not very strong, but it is interesting because it suggests 
that humans may be willing to forgive another human involved in an accident more 
than they would be willing to forgive a robot. These results appear to run counter to 
recent work showing that drivers are blamed more than autonomous vehicles in traffic 
accidents,23 but this is not necessarily the case because in our experiments, accidents 
are not attributed to mistakes,24 but to exogenous reasons.

So far, we have looked at cases in which humans and machines are judged similarly 
and where humans are judged more positively than machines. We have encountered 
only one case in which humans were judged more harshly (plagiarism). But are there 
more cases in which people are less forgiving to humans? In the next and final section 
of this chapter, we explore a different type of moral dilemma: those that do not involve 
harm, plagiarism, or lewd behavior, but rather offenses to national symbols. Will 
machines finally get a break in such cases?
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A family has a [cleaner/robot] in charge of cleaning their house. One day, the family 

finds that the [cleaner/robot] used an old national flag to clean the bathroom floor 

and then threw it away. 

Red Flags

In 2006, the US Senate voted on what could have become the Twenty-Eighth 
Amendment to the Constitution. The “flag-burning” amendment, as it was popularly 
known, was designed to prohibit the desecration of the US flag, especially by burning. 
The amendment was controversial, among other reasons, because the Supreme Court 
had already ruled on that issue in 1989. In Texas v. Johnson, the Supreme Court voted 5–4 
that it was legal to burn a US flag because doing so was an act of communication protec-
ted by the First Amendment (free speech). Nevertheless, the amendment was approved 
by the House of Representatives and lost in the Senate by only one vote.25 This all goes 
to show that when it comes to national symbols, people make strong moral judgments 
about the way in which others treat them. But what about flag-burning robots?

In this section, we explore four moral dilemmas involving humans and machines 
desecrating national symbols (i.e., flags and anthems). Consider these four scenarios:

S15
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A demolition crew, composed of [construction workers and heavy machinery/

autonomous heavy machinery],is tasked with tearing down an old public school 

that is scheduled for reconstruction. During the demolition process, the crew 

fails to notice that the American flag is still waving on the flagpole. The flag is 

shredded by the heavy machinery and is buried in the rubble.

During a major sporting event, the [operator/algorithm] running the public               

announcement system interrupts the national anthem to notify the crowd about 

a car that is poorly parked and is about to be towed. 

In an international sporting event, the [operator/algorithm] running the public 

announcement system plays the wrong national anthem for one of the two 

teams. The fans in the station are baffled and annoyed. 

S16

S17

S18
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Figure 2.5

Participant reactions to four national symbol scenarios
(S15,S16,S17,S18).
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Figure 2.5 shows our data for these four scenarios. Here, we observe a gradient, 
ranging from a scenario in which we observe differences in judgment to one in which 
we don’t. 

In the first scenario, the one in which a flag is used to clean a bathroom (borrowed 
from Jonathan Haidt’s work26), people assign strong intentionality to the human and 
also consider the action of the human to be more morally wrong. Unlike in most other 
cases, the human is liked less than the robot. This is a situation in which, compared to 
the robot, the human does not catch a break. Still, people prefer to replace the robot 
with a human more than replacing the human with a robot. But other than that, people 
tend to accept robots that clean bathrooms with a flag more than humans using a flag 
for the same purpose. 

In the case of the anthem interruption, people also assign strong intentionality to 
the human and see the human action as slightly more morally wrong than the robot 
action. However, here they don’t dislike the human more than the AI system. 

In the wrong anthem scenario, people judge the action as unintentional. In this 
case, they don’t see the human action as more morally wrong, and they report liking 
the human significantly more than the AI. This result agrees with those in previous 
cases describing accidents (i.e., car accidents), where the participants also tended to 
empathize more with human actions. 

Finally, in the case of the school demolition, the actions of the human and the AI are 
judged equally among most dimensions. Human and robot actions are seen as equally 
intentional and morally wrong, and humans and robots are equally liked.

In this chapter, we got started with our empirical study of AI ethics. We compared 
humans and AIs making life-or-death decisions; and creating controversial ads, lewd 
plays, and blasphemous comedy sketches. Next, we looked at self-driving vehicles and 
at the desecration of national symbols. These examples showed some differences in the 
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way in which people judge humans and machines. Yet this is only the beginning. In the 
next chapter, we continue our exploration by looking at cases of algorithmic bias. There 
is still much to learn about how humans judge machines. 





3Judged
by Machines
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In the mid-1990s, various US carriers raised an antitrust case against American 
Airlines and United Airlines. The complaint was that online search systems were biased 
against foreign and domestic carriers.1 Their case focused on the algorithms used in 
ticket reservation systems. These systems prioritized flights that used the same carrier 
for all the legs of a trip, so an agent searching for a ticket from Louisville, Kentucky, 
to London, going through New York, would see flights involving no change of carrier 
higher on the list than flights involving two carriers. Since in the 1990s, screens showed 
only four to five flights, and 90 percent of all bookings came from the first screen, small 
differences in ranking had big financial implications. 

As this airline reservation example shows, algorithms are not always fair. In fact, 
algorithmic bias is now a prevalent topic of discussion as it concerns computer vision 
systems,2 university admission protocols,3 natural language processing,4 recommender 
systems,5 courtroom risk assessment tools,6 online advertisements,7 and finance.8 But 
much like human biases, algorithmic biases are not simply the result of maleficence. 
They can emerge from both practical and fundamental considerations.9 

On the practical side, both people and machines learn from data that are often 
biased and incomplete—the data we have instead of the data we wish we had.10 

CHAPTER 3
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Biased data can lead to biased learning and behavior. But even with the existence of 
perfect data, guaranteeing fairness may not be possible. Fairness is a concept that can 
be defined in multiple ways, so it is not always possible to satisfy multiple definitions of 
fairness simultaneously.11

To illustrate this fundamental limitation, consider two populations: A and B. A 
and B could be people identifying with different genders, or belonging to different 
nationalities, age groups, or ethnicities. For the purpose of this exercise, the type of 
difference or its source doesn’t matter. What matters is that we want to achieve a fair 
outcome when it comes to our treatment of populations A and B. 

But what constitutes a fair outcome? To keep things simple, consider two definitions. 

The first definition is known as statistical parity or demographic parity. This means 
guaranteeing that outcomes affect equal proportions of A and B.12  The second definition 
is equality of false rejections or equality of opportunity.13 This means guaranteeing that the 
probability of being rejected if you are from population A or population B is the same. 

In principle, satisfying both definitions is possible if we consider an outcome that 
doesn’t hinge on any particular selection criterion or merit. For instance, if we pass out 
free concert tickets at random, we would satisfy both statistical parity and equality of 
false rejections. But what if the fans of the band playing in the concert were not equally 
distributed among both populations, A and B? In that case, distributing tickets at ran-
dom would be unfair for the group that included most of these fans. Fans in this group 
would get fewer tickets and be more likely to be rejected. 

This simple example can help us motivate more complex—and relevant—cases.  
Instead of free concert tickets, consider giving out loans, admitting students to college, 
or giving someone a promotion at work. These are all cases that not only are more 
delicate, but also imply some degree of selection or merit. The case of the loan is more 
straightforward. In principle, loans should be allocated to those who are more likely to 
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repay them. Promotions and college admissions are trickier because they invoke the 
idea of merit, which may be harder to measure, even post hoc, than whether someone 
can repay a loan. 

To illustrate how selection or merit interacts with our two notions of fairness, let 
populations A and B be of the same size but have a different probability of paying back 
a loan. To keep things simple, assume that 40 percent of the people in A would repay a 
loan, but only 20 percent of the people in B would. 

We can achieve statistical parity by giving loans to 20 percent of the people in A 
and 20 percent of the people in B. This would be fair, in that the same fraction of both 
populations would get a loan, but would violate equality of opportunity, since we would 
be rejecting 20 percent of people in A who would repay their loans. But if we enforce 
equality of opportunity, we will end up giving more loans to people in group A, viola-
ting statistical parity. 

All this goes to show that, even in simple examples, satisfying multiple definitions 
of fairness cannot be guaranteed. This is not because fairness cannot be defined, but 
because it allows multiple definitions. In this particular example, we used only two 
definitions, but we could have used many more.14 We may include a third definition, 
requiring equality in false acceptances (e.g., giving loans to people who will not pay 
them with the same probability in both groups). 

Fairness is a complex concept that accepts multiple definitions that (in most cases) 
cannot be satisfied simultaneously.15 The world is unfair—not only because people and 
machines are biased—but because it affords multiple ways of defining a fair outcome.  

Yet, not all unfairness comes from mathematical impossibilities. In fact, unfairness 
also comes from algorithms and the data used to design them. While in principle, these 
sources of unfairness could be vexing, in practice they are also sources of unfairness 
that potentially could be corrected. 
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Consider the example of word embeddings. Word embedding is a natural language-
processing technique used to translate words into mathematical representations. It 
is also a popular example of algorithmic bias. This is because word embeddings can 
perpetuate the racial and gender stereotypes found in its training data. In a word 
embedding, adding the vector for the word Queen and that for the word Man gives you 
the word King. This means that these vectors satisfy semantic relationships (e.g., “a 
King is a male Queen”). But not all the relationships learned by word embedding are as 
simple and uncontroversial. Word embeddings also encode relationships, such as “Man 
is to computer programmer as woman is to homemaker.”16 In fact, if the text used to 
train the embedding contains mentions of women performing stereotypical actions, 
such as cooking or cleaning, the embedding will codify, maintain, and sometimes even 
enhance these stereotypical associations.17

Recent research, however, has focused not only on documenting these biases, but 
also on how to reduce them.18 For instance, word embedding bias can be reduced by 
expanding text with sentences that counterbalance biases, or by identifying and “sub-
tracting” the dimensions where bias manifests itself more strongly.19 

Another example of data-driven algorithmic bias is facial recognition systems.20  
People studying the accuracy of these algorithms have found them to be less accurate 
at identifying darker faces, especially those of black women.21 This has motivated the 
creation of data sets that are more comprehensive in terms of demographic attributes, 
poses, and image quality,22 as well as the rise of auditing efforts designed to check and 
report on the accuracy and biases of facial recognition systems.23

Another discussion on algorithmic bias involves the use of pretrial “risk assess-
ment” tools.24 These are algorithms used to predict the probability that a defendant 
will reoffend (recidivism) or fail to appear in court.25 Pretrial risk assessment tools have 
become popular in the US, but they also have been found to show biases. In 2016, inves-
tigators working for ProPublica26 published an article based on “risk scores assigned to 
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more than 7,000 people arrested in Broward County, Florida, in 2013 and 2014.”

 They used that data to “see how many were charged with new crimes over the next 
two years,” which was “the same benchmark used by the creators of the algorithm.” 
They found that the algorithm “was particularly likely to falsely flag black defendants 
as future criminals, . . . at almost twice the rate as white defendants.” They also found 
that disparities could not be explained by prior crimes. 

Unfortunately, biases are not unique to algorithms. Humans have them too.        
Scholars in the social sciences, for instance, have long studied the biases affecting job 
applications27 by looking at the callback rates for résumés with ethnically differentiated 
names28 or photographs.29 Thus, neither humans nor machines can guarantee fairness. 

Here, we compare people’s reactions to cases of bias attributed to humans or 
machines. We present them in the context of college admissions, police enforcement, 
salaries, counseling, and human resources; in scenarios where humans or algorithms 
are the source of bias or the ones helping reduce bias. As in the previous chapter, we 
base our study on scenarios and measure people’s reactions to them using the following 
questions (as appropriate):

•	 Were the [person/algorithm]’s actions harmful?
       (from “Not harmful at all” to “Extremely harmful”)
•	 Would you hire this [person/algorithm] for a similar position?
       (from “Definitely not” to “Definitely yes”)
•	 Were the [person/algorithm]’s actions intentional?
       (from “Not intentional at all” to “Extremely intentional”)
•	 Do you like the [person/algorithm]?
       (from “Strongly dislike” to “Strongly like”)
•	 How morally wrong or right were the [person/algorithm]’s actions?
       (from “Extremely wrong” to “Extremely right”)
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•	 Do you agree that the [person/algorithm] should be promoted to a position 
with more responsibilities? (from “Strongly disagree” to “Strongly agree”)

•	 Do you agree that the [person/algorithm] should be replaced by a(n) [algo-
rithm/person] (replace different)? (from “Strongly disagree” to “Strongly 
agree”)

•	 Do you agree that the [person/algorithm] should be replaced by another [per-
son/algorithm] (replace same)?(from “Strongly disagree” to “Strongly agree”)

•	 Do you think the [person/algorithm] is responsible for the action)?
       (from “Not responsible at all” to “Extremely responsible”)
•	 Do you think the [person/algorithm] is responsible for the [discriminatory/

fair] outcome)? (from “Not responsible at all” to “Extremely responsible”)
•	 If you were in a similar situation as the [person/algorithm], would you have 

done the same? (from “Definitely not” to “Definitely yes”)

In addition to considering situations where a machine or a human either acted un-
fairly or corrected an unfair act, we considered variations in the ethnicity of the person 
being discriminated against (Hispanic, African American, or Asian). Different ethnici-
ties are  associated with different core stereotypes, so we expect different judgments in 
discriminatory situations.  

In total, we considered a total of twenty-four possible scenarios and forty-eight 
conditions.* In the next section, we document the results obtained for scenarios 
involving human resource (HR) screenings, college admissions, salary increases, and 
policing. 

The four groups of scenarios are listed next.

* Certainly, we would have liked to consider more conditions, such as additional ethnicities and nonbinary gender 

identities, but that would have increased the number of scenarios and independent groups that we had to recruit to an 

unwieldy number. We leave the exercise of extending this analysis to more conditions for the future.
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Human Resource Screenings 

Unfair treatment
An audit reveals that the new [manager/algorithm] never 

selects [Hispanic/African American/Asian] candidates even 

when they have the same qualifications as other candidates.  

Fair treatment
An audit reveals that the new [manager/algorithm] produces 

a fairer process for [Hispanic/African American/Asian] candi- 

dates, who were discriminated against by the previous 

system. 

A company replaces their HR manager with a new [manager/algorithm] tasked with screen-

ing candidates for job interviews.

S19 S20 S21

S22 S23 S24

College Admissions

To improve their admissions process, a university hires a new [recruiter/algorithm] to 

evaluate the grades, test scores, and recommendation letters of applicants.
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A financial company hires a new [manager/algorithm] to decide the yearly salary increases 

of its employees.

Unfair treatment
An audit reveals that the new [recruiter/algorithm] is biased 

against [Hispanic/African American/Asian] applicants. 

Fair treatment
An audit reveals that the new [recruiter/algorithm] is fairer 

to [Hispanic/African American/Asian] applicants, who were 

discriminated against by the previous system.

Salary Increases

S25 S26 S27

S28 S29 S30

Unfair treatment
An audit reveals that the new [manager/algorithm] 

consistently gives lower raises to [Hispanic/African 

American/Asian] employees, even when they are equal to 

other employees. 

Fair treatment:
An audit reveals that the new [manager/algorithm] is fairer 

to [Hispanic/African American/Asian] employees, who were 

being discriminated against by the previous process.

S31 S32 S33

S34 S35 S36
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Policing

Unfair treatment
An audit reveals that the new squad has been detaining a 

disproportionally large percentage of innocent [Hispanics/

African Americans/Asians]. 

Fair treatment
An audit reveals that the new squad is fairer to innocent 

[Hispanic/African American/Asian], who had been detained in 

large numbers by the previous law enforcement procedures. 

The police commissioner of a major city deploys a new squad of [police officers/police 

robots] in a high-crime neighborhood.

Figure 3.1 shows people’s reactions to the scenarios in which discrimination 
was observed. In all cases, humans are seen as more intentional, and also as more 
responsible for actions and outcomes. But beyond these obvious effects, we do observe 
some interesting, albeit relatively weak, patterns. 

First, we find that—unlike most previous cases—moral judgments are not favorable 
to humans. In fact, we find that human actions are judged worse than machine actions 
(i.e., less moral), and are seen as more harmful in several scenarios, such as the college 
admissions and salary scenarios for African Americans and Hispanics. This provides 
additional evidence supporting the idea that reactions to machine actions are not 

S37 S38 S39

S40 S41 S42
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simply the result of a generalized bias against machines since these biases change with 
a scenario’s context and moral dimensions. 

We also find small but interesting differences among the various ethnic groups 
depending on the particular scenario. The college admissions scenario elicits the 
strongest differences in judgment, especially for African Americans and Hispanics (who 
suffer more discrimination than Asians in contexts related to intelectual traits because 
of differences in stereotypes). Here, human actions are judged as relatively less moral 
and more harmful than the actions of machines. We also find that biases against African 
Americans and Hispanics result in slightly stronger differences in judgment between 
humans and machines compared to Asians. This suggests that differences in judgment 
between human and machine actions are slightly modulated by the ethnic group of 
the victim and the situation described in the scenario (e.g., college admissions). These 
differences aligns with our expectations for a US sample.

Moreover, people also think that the human should be replaced with another 
person. What is paradoxical, however, is that even though humans are seen as more 
intentional and more responsible than machines, people still prefer not to replace them 
with machines (as has been the case in all previous scenarios), adding further evidence 
in support of the idea of algorithm aversion.30

Figure 3.2 shows people’s reactions to scenarios in which discrimination was 
corrected. In general, we find a tendency for people to be more willing to promote 
humans, meaning that humans may receive more credit when they are involved in 
actions that correct unfair treatment. For the most part, however, we don’t find strong 
differences in judgment, except for the policing scenario, where the actions of humans 
are judged as much better than those of machines across several dimensions. 
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Human Resource Screenings
Unfair treatment

Figure 3.1  

Participant reactions to four discrimination scenarios: 
Human Resource Screenings (S19,S20,S21), College Admissions (S25,S26,S27), 
Salary Increases (S31,S32,S33) and Policing (S37,S38,S39).
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College Admissions
Unfair treatment
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Salary Increases
Unfair treatment
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Policing
Unfair treatment
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Human Resource Screenings
Fair treatment

Figure 3.2

Participant reactions to four corrected discrimination scenarios: 
Human Resource Screenings (S22,S23,S24), College Admissions (S28,S29,S30), 
Salary Increases (S34,S35,S36) and Policing (S40,S41,S42).
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While biases can be problematic, the psychologists who have long studied them 
would be hard pressed to classify them as simple cognitive flaws. Instead, biases exist as 
rules of thumb or heuristics that evolved to make fast decisions in environments with 
limited information.31

An example of these heuristics is the idea that people may perceive groups using 
two dominant characteristics: warmth and competence.32 This model predicts that 
groups high in warmth and low in competence (e.g., disabled people, babies, and the 
elderly) elicit sympathy, whereas groups low in warmth and high in competence elicit 
envy or jealousy. 

Heuristics and stereotypes are certainly incorrect ways to judge individuals. Hu-
mans can have overgeneralized beliefs regarding members of a social group (stereo-
types) and exhibit biased attitudes toward those groups (prejudice). Prejudice may then 
lead to unfair treatment or discrimination. But because heuristics work as a way to 
facilitate decision-making in information-deprived environments (or environments 
with excess information),33 it is not surprising that we find them in both humans and 
machines. 

Similar to humans, cognitive machines are inferential and base their inferences 
on abstract forms of categorization (which is called stereotyping in humans). In order to 
make predictions, machines often group and classify data using explicit and abstract 
features. Consider the idea of a principal component—a vector that accounts for most 
of the variance in a data set. Principal components are a common tool in machine 
learning, and they are similar to the idea of a stereotype, like classifying people using 
the vectors of warmth and competence. Unlike warmth and competence, however, 
principal components usually involve abstract features that are derived directly from 
data and can be difficult to interpret. This adds obscurity to algorithms and has led 
some people to advocate for increased transparency and interpretability as ways to 
mitigate algorithmic bias.
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 In fact, the use of explicit versus abstract features has been at the core of a nuanced 
discussion on the bias and fairness of algorithms lately. To avoid biases based on gender 
or race, scholars have proposed a variety of methods, from simply removing explicit 
demographic characteristics from a data set to predicting outcomes using only variables 
that are orthogonal to demographic characteristics. Yet recent research has shown that 
methods that tend to circumvent the possibility of bias may actually backfire because 
reaching fair outcomes is better served by using the most accurate predictors, even if 
these include explicit demographic information.34 

In a recent paper on algorithmic fairness, Jon Kleinberg, Jens Ludwig, Sendhil 
Mullainathan, and Ashesh Rambachan develop this idea by comparing an efficient and an 
equitable.35 These planners were tasked with admitting college applicants. The efficient 
planner was interested only in maximizing performance, measured by the grade point 
average (GPA) of the students admitted to college, while the equitable planner was 
interested in both performance and the racial composition of the admitted class. 

To illustrate this idea, the scholars compared three methods: admissions that were 
blind to demographic variables (e.g., race was removed from the sample); admissions 
that included variables that were orthogonalized with respect to racial variables; and 
admissions that used racial variables explicitly. They report that the most equitable and 
efficient outcomes were reached using the model that explicitly included demographic 
variables. 

To understand this distinction, consider students from two races: P (privileged) and 
U (underprivileged), who are applying to college. Because of their privileges, students 
in race P score higher in many of the variables that are predictive of future academic 
success, such as standardized test scores. Should we blind algorithms to race, then? Or 
is there a better solution? 
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Imagine a student from race U that obtains the same score as a student from race P 
on a standardized test. The student from race U was able to reach the same outcome as 
the student from race P in the absence of P’s privileges. Yet a model lacking an explicit 
racial variable will be unable to adjust for the lack of privilege affecting the scores of 
students from race U. A model that is blind to race will rate both students equally, and 
hence hurt the less privileged student. Instead, what the proposed theory suggests36  

is to use the most accurate possible model (including racial variables, when relevant), 
and then setting different thresholds to achieve the desired level of equity (using, for 
instance, some of the definitions of fairness introduced earlier in this chapter). 

This example illustrates the importance of separating the goals of equity and 
predictive accuracy. Even though it may be tempting to modify data to eliminate any 
trace of demographic characteristics, the best way to achieve efficient and equitable 
outcomes may be to treat prediction and equity as two separate parts of the same 
problem.

In the US, discriminatory treatment is not only frowned upon, but also illegal. 
Title VII of the 1964 Civil Rights Act37 is “a federal law that prohibits employers from 
discriminating against employees on the basis of sex, race, color, national origin, 
and religion.”† The Supreme Court affirmed Title VII unanimously in 1971 in Griggs 
v. Duke Power Company, a class action suit claiming that Duke’s policies discriminated 
against African American employees.38 The court ruled that, independent of intent, 
discriminatory outcomes for protected classes violated Title VII.39  

In our data, we find important differences in the level of intent and responsibility 
assigned to discriminatory actions performed by humans and machines. However, in 
agreement with the Griggs decision, we find only small differences in moral judgment, 
suggesting that—in unfair cases—it is the outcome rather than the intention that is 
judged.

 † It generally applies to employers with fifteen or more employees, including federal, state, and local governments.
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 The removal of intent from the legal judgment of bias has important implications 
for those working on the fairness of algorithms. It means that, even in the absence of 
intent, those creating the algorithms may be liable for biased outcomes. 

This outcome-based approach to policing discrimination is opening a new market 
for an algorithm certification industry and discipline:40  a community focused on audi-
ting the bias of algorithms and certifying them when they are not biased. 

In the next chapter, we shift our gaze away from algorithmic bias and focus on 
another uncomfortable aspect of our digital reality: privacy. This will help us expand 
our understanding to another dimension of the way in which humans judge machines.
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Have your ever feared that someone is watching you? 

In October 2019, the “Japanese hotel chain, HIS Group . . . apologized for ignoring 
warnings that its in-room robots were hackable.”1 The hack was revealed on Twitter2   

by “a security researcher [who] warned [the hotel that] the bed-bots [were] easily 
accessible.” This vulnerability allowed “individuals to remotely view video footage 
from the devices [using a] streaming app.” This meant that the in-room robots could 
potentially have been used to make a candid livestream of a customer’s hotel stay.3 

But camera bots are only a small example of the growing interface between techno-
logy and privacy.4 On one hand, we have computer vision systems, like those embedded 
in the glasses of Chinese police forces5 or in public cameras.6 On the other hand, we have 
digital records, like those collected by hospitals, insurance providers, search engines, 
social media platforms, online retailers, mobile phone companies, and voice assistants, 
such as Alexa or Siri. 

What both computer vision systems and data-driven platforms have in common is 
that they often use the data they collect to train machine-learning algorithms. 

CHAPTER 4



|   89

IN THE EYE OF THE MACHINE

This tells us that when it comes to privacy, we need to worry about both the data 
that can be revealed and the information that can be revealed by models built on this 
data.

When it comes to data privacy, people are concerned about the possibility of 
identifying individuals, or gathering sensitive information about groups. When it 
comes to models, people are concerned about someone learning personal information 
by interrogating a model. This includes knowing whether a person was part of the 
data set used to train the model. After all, simply being part of a data set could involve 
sensitive information (e.g., knowing the mere fact that a person is part of a data set of 
cancer patients or intelligence agents would reveal sensitive information about that 
person even if they cannot be pinpointed in the data set). 

Reidentification risks are real.7 A famous story from 1997 involves Latanya Sweeney, 
now a professor at Harvard but at that time a graduate student at the Massachusetts 
Institute of Technology (MIT). Sweeney was able to reidentify the medical records 
of Massachusetts governor William Weld by using publicly available information in 
an anonymized data set released by the state’s Group Insurance Commission.8 Such 
reidentification is possible when data entries are characterized by quasi-identifiers, 
such as ZIP code, sex, and birthdate, that combine to form unique identifiers. Yet quasi-
identifiers can also emerge spontaneously from data that has been stripped of any 
individual characteristics. Consider mobile phone traces. In 2013, a study using mobile 
phone records found that9 “in a dataset where the location of an individual is specified 
hourly, and with a spatial resolution equal to . . . the carrier’s antennas, four spatio-
temporal points are enough to uniquely identify 95% of the individuals.”

During the last few decades, scholars have proposed several methods to protect 
privacy. One of these is the concept of k-anonymity, proposed by Sweeney herself.10 

This is the idea that any combination of quasi-identifiers should match at least k 
individuals. But k-anonymity has a few problems,11 since identifying a person within 
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a group of k others can also reveal sensitive information. For instance, in a medical 
record, we may identify someone within a group of three people who have been 
diagnosed with HIV, colon cancer, and lupus. Knowing that a person has any of these 
three conditions constitutes sensitive information. In a real-world example, a fitness 
company called Strava12 released an aggregate data visualization of the jogging routes 
of users of its fitness app, inadvertently releasing information about the location of 
military bases in Afghanistan. In addition, k-anonymity cannot be guaranteed when 
data sets are combined.13 For instance, a person who has been to two hospitals that 
release k-anonymous data could be identified by combining these data sets. 

These limitations have inspired people to think more creatively about privacy. 
After all, when we think of attacks on data sets protected by k-anonymity, we are 
thinking about the inferences that a person can make from data. Hence, it is reasonable 
to think of privacy in terms not only of data, but also of the inferences that we can make 
from models built on such data. This move from data to models has motivated another 
approach to data protection, known as differential privacy.14 

In simple terms, differential privacy guarantees that an outside observer cannot 
know whether a person is part of a data set. This is guaranteed by ensuring that the 
outcome of any calculations done using the data set does not change—or does not change 
enough—whether a person is part of a data set or not. As Michael Kearns and Aaron Roth 
explain in their book The Ethical Algorithm:15 “Suppose some outside observer is trying 
to guess whether a particular person—say, Rebecca—is in the dataset of interest.” If the 
observer is shown the output of a computation with or without Rebecca’s data, “he will 
not be able to guess which output was shown more accurately than random guessing.” 

One simple algorithm that can be used to implement differential privacy is 
randomized response.16 This algorithm, dating back to the 1960s, can be easily explained 
using an example. Imagine that you want to run a survey to determine how many 
students in a school use drugs. In principle, drug users may not want to respond to a 
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direct question like “Do you use drugs?” because that information could be used against 
them. Self-censoring would be true even if you promised to keep the data private 
because the information could be stolen or subpoenaed by law enforcement.17

Randomized response offers a solution to this problem by asking people instead 
to flip a coin (and keep the result confidential), and give true answers only if the coin 
lands on heads. If it lands on tails, people should flip the coin again and answer “yes” 
if the coin landed on heads and “no” if it landed on tails. This method helps reveal 
information, but also gives respondents plausible deniability (since the coin-flip results 
were never recorded). 

Unfortunately, randomized response is far from bulletproof. It works well if you 
ask each person to respond only once. But if you ask people to respond multiple times, 
you become more certain about their true state with each response.18 Also, even though 
randomized response works well with helping people reveal sensitive information,19 it 
doesn’t guarantee trust. In fact, people’s trust in the method depends on their ability 
to understand the procedure.20 That’s why, in recent years, we have seen the rise of 
more sophisticated privacy-preserving algorithms, such as Rappor, PATE, Federated 
Learning, and Split Learning.21 

These methods show some of the work that has gone into understanding and 
protecting privacy in our digital world. But how do these privacy concerns change 
when the agent behind the data collection efforts is a machine? The reminder of this 
chapter will be dedicated to exploring people’s reactions to scenarios in which people 
are observed by humans or machines. 
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A school is looking to improve the attendance and attention of its students. 

The school board decides to hire [people/a facial recognition system] to observe 

students during classes and track the attendance, emotions, and attention of 

each student. 

In a city, students are given an ID card that allows them to ride public 

transportation free of charge. City workers discover that many students are 

cheating the system by sharing their cards with nonstudent family members. 

The local government decides to start checking the identity of each rider. 

To check if the rider’s face matches the photo on the ID, an [inspector/facial 

recognition system] is placed at every access point. The [inspector/facial 

recognition system] remembers the face of every person checked. 

Consider the following six scenarios:

S43

S44

S40 S41 S42
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A mall is looking to reduce shoplifting. To improve security, the mall decides to 

employ a [team of security guards/facial recognition system] to screen everyone 

who enters or exits the mall. The [team of security guards/facial recognition 

system] remembers most of the faces screened. 

A hotel is looking to build a new poolside bar. The hotel decides to equip the bar 

with [workers/robots] trained to recognize the face of each guest to keep track 

of their bills. The [workers/robots] remember everyone they see next to the pool.

An airport management team is seeking to increase security. To do so, the 

management team decides to equip the airport with [security officers/facial 

recognition cameras] that will register the face of everyone who enters the 

airport and track their movements. 

S45

S46

S47
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We asked people to react to these scenarios by answering the following five ques-
tions:

•	 How comfortable are you with this system? (from “Extremely uncomfortable” 
to “Extremely comfortable”)

•	 How morally wrong or right is this system? (from “Extremely wrong” to 
“Extremely right”)

•	 Do you think this solution violates people’s privacy? (from” Strongly disagree” 
to “Strongly agree”)

•	 Would you recommend this system to a friend? (from “Would surely not 
recommend” to “Would surely recommend”)	

•	 Would you use this system? (from “Would surely not use” to “Would surely 
use”)

Figure 4.1  

Participant reactions to five privacy scenarios:
(S43,S44,S45,S46,S47). 
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Figure 4.1 presents the result of this exercise. It reveals that people’s preference for 
privacy depends strongly on the circumstances of each scenario. Figures 4.1a and 4.1b 
show the results for the school monitoring system and the student ID system. In both 
cases, the respondents have a strong preference for people over machines. They feel 
more comfortable with human observers and consider human observers to be a more 
moral choice representing less of a privacy violation. These preferences, however, vanish 
in the mall security system and the hotel billing system scenarios (figures 4.1c and 4.1d). 
Here, the preferences for humans and machines are equal. People are mostly indifferent 
except for the privacy violation dimension, because they consider machine observers 
to violate privacy more than human observers. Finally, in the airport scenario, there is 
a clear—albeit mild—preference for machine observers. In this scenario, people report 
feeling more comfortable and feel that their privacy is less violated when observed by 
camera systems than by security officers.

The gradient observed in these five scenarios tell us that people’s tolerance of 
human and machine observers varies by environment. In the student ID and school 
attendance scenarios, people prefer human observers. This is understandable because 
people tend to be protective of systems that may violate the privacy of minors. Minors 
are vulnerable populations who may lack the ability to understand the importance—
or lifelong implications—of privacy. At the same time, people are indifferent between 
human and machine observers in the hotel and mall scenarios, both of which are 
examples of large commercial settings where people expect some level of private-sector 
security and surveillance. Finally, we find that the preference for human observers is 
reversed in the airport scenario, suggesting that people in our sample may be more 
wary of human observers when they are backed by the coercive force of government. 

Next, we explore three scenarios that move away from computer vision systems 
and involve data-hungry recommender systems. These include predictive purchasing, 
an online dating system, and a discount travel company.
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A grocery delivery company announces a new service that uses data on a 

person’s shopping habits to predict the groceries that a person will buy each 

week. The company assigns to each person a [dedicated shopper/AI digital twin] 

that uses knowledge of a person’s past purchases to predict what groceries to 

deliver to them.

An online dating system announces a new service that uses a person’s past 

choices to set up dates for them automatically. The system requires people to 

make themselves available one night a week. The system guarantees a weekly 

blind date for them. The date is set up by a [relationship specialist/AI system].

An online travel company offers a discount vacation system in which users 

prepay a predefined amount in exchange for letting the system book a discount 

vacation for them. The company uses [a network of travel agents/AI system] to 

find and match deals with travelers’ preferences. 

S48

S49

S50



98   |

CHAPTER 4

•	 Would you recommend the system to a friend?
       (from “Would surely not recommend” to “Would surely recommend”)
•	 Would you trust the decisions made by this system?
       (from “Would surely not trust” to “Would surely trust”)
•	 Would you enroll in/use this system?
       (from “Would surely not enroll in/use” to “Would surely enroll in/use”)
•	 Have you ever had groceries delivered to your home/used online dating sites/

used online traveling sites?
       (“No” and “Yes”)
•	 When was the last time you had groceries delivered to your home/used 
        online dating sites/used online traveling sites? (from “This week” to “More 
        than a year ago”)
    

For each scenario, participants answered the following questions (adapted to each 
scenario):

Figure 4.2

Participant reactions to three recommender 
system scenarios: (S48,S49,S50). 
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In these three examples, we find no strong preference for the use of humans or 
machines. This is true for systems that enjoy wide adoption today, like online dating, 
which more than 80 percent of the study’s participants report using; or low levels of 
adoption, such as online groceries, which less than half report using.

Overall, our data suggest some interesting patterns. First, we find a great degree of 
variation among camera system scenarios. People tend to detest machine observers in 
scenarios involving schoolchildren and public transportation, but they are indifferent 
to human and machine observers in private-sector venues. This is echoed by our 
recommender system scenarios, which are commercial in nature and reveal no big 
difference between human and machine observers. The only example where we find a 
preference for machine observers is the airport scenario, which suggests an interaction 
between human observers and the coercive power associated with governments. To 
explore that relationship further, consider the following citizen scoring scenario, which 
was evaluated using the same questions used for the computer vision scenarios. 

To improve citizen behavior, a party proposes to implement a scoring system for 

each citizen. The system is based on [a hotline where citizens can anonymously 

report others/AI and big data]. The scoring system is used to determine people’s 

creditworthiness, grant admission to public universities, and for hiring and 

promotion in government jobs.

S51
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Figure 4.3 shows the results for the citizen scoring scenario. Overall, people reject 
the idea of citizen scoring, but they do so more strongly when this is implemented 
in systems that involve people telling on each other than on systems based on 
algorithms and big data. This aligns with our observation for the airport scenario, but 
it affords multiple interpretations. On the one hand, having a system where people are 
incentivized to tell on others has perverse incentives: people could report others not 
because they’ve done anything wrong, but because they are rivals or enemies.

Figure 4.3

Participant reactions to the citizen scoring scenario.
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Machines are not expected to have such vindictive motives, and hence are less 
likely to have this perverse incentive. On the other hand, people could be reacting to 
people telling on others because there are social norms against ratting out. Reputation 
is important to people, and social norms tell us to think twice before we try to ruin 
another’s reputation. Moreover, this scenario—like that of the airport—also involves 
the coercive power of the state, so this could be yet another interpretation of why 
people dislike the mechanical approach less. 

In this chapter, we compared people’s reactions to machine and human observers 
in a variety of settings. We found that people’s preference for human and machine 
observers varies across scenarios. Yet our results are agnostic about the mental models 
that people have of machine and human observers. Would people’s preference for 
machine and human observers change if we explicitly described the privacy-preserving 
protocols involved? Studies about people’s attitudes toward randomized response 
suggest so.22 But for the time being, this is the end of our journey. In the next chapter, 
we move away from privacy to focus on another fear induced by machines: the fear of 
labor displacement.





5Working
Machines
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In 2014, the New York Times reported a story about Jannette Navarro, a mother of a  
4 year old who at the time was working at a Starbucks in Southern California.1 Navarro 
not only had to battle a 3 hour commute, but she also “rarely learned her schedule more 
than three days before the start of a workweek.” The unpredictability of her schedule 
bordered on cruelty. She was asked to “work until 11 p.m. on Friday [and] report again 
at 4 a.m.,” a practice that workers like her knew as clopening. Navarro’s unpredictable 
work schedule made her life incredibly complicated. Finding someone to take care of a 
4 year old is challenging, but it is especially hard when you are constantly required to 
do so with only a few days’ notice. But Navarro’s schedule was not being prepared by a 
sadistic manager. It was made by an algorithm created by a company called Kronos, a 
vendor that Starbucks hired to optimize its labor force.

Starbucks updated its practices immediately after the Times ran Navarro’s 
story.2 Yet practices such as clopening still prevail in the low-wage sectors of the US 
economy.3 For the purpose of this chapter, however, Navarro’s story illustrates two 
important aspects of the effects of technology on labor. The first is the simple idea 
of labor displacement, which is embodied in the fact that Navarro’s schedule was not 
being managed by a human, but by an algorithm. The second is the idea that technology 
can decrease the quality of work, an effect known as precarization, which is defined as 
reducing the material and psychological welfare of a job. 

CHAPTER 5
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In recent years, people have grown concerned about technological labor 
displacement and the precarization of work.4 But these concerns are not new.5 Concerns 
about the influence of technology on labor are as old as the introduction of printing 
in Europe. As printing spread,6 monastic scribes attempted to ban presses, declaring 
them demonic devices.7 Centuries later, English Luddites became famous for opposing 
steam-powered looms. But the rage of Luddites was not only about labor displacement. 
It was the abysmal labor conditions of the Industrial Revolution, a clear example of the 
precarization of work.8

In the twentieth century, fears of automation took over the public dialogue in 
the US at least twice. In the 1960s, fears of technological displacement grew after Time 
magazine published a popular article in 1961 on “The Automation Jobless.”9 “Not Fired, 
Just Not Hired,” the subhead continued, building a case on the effects of technology on 
the future of labor.

Recently, displacement fears revived, together with reports claiming that almost 
half of all jobs could be automated 10 and that this change could be happening “ten times 
faster [than] and at 300 times the scale” of the Industrial Revolution.11 Yet most of the 
academic literature on labor and automation has embraced a less alarmist approach.12

Labor economists have been eager to emphasize that technology is not only a 
substitute for labor, but also a complement,13 so it creates jobs with one hand and takes 
them away with the other.14 Economists agree—in general—that technology is labor 
saving,15 but many also say that it increases the productivity of the workers that it does 
not replace. These increases in productivity, plus new complementarities, can increase 
aggregate demand and stimulate the need for more human work. 

A classic example of the complex interaction between technology and labor is 
the introduction of automatic teller machines (ATMs). ATMs did not eliminate human 
tellers, as some feared. In fact, the number of human tellers in the US actually grew 
modestly after ATMs were introduced, from 500,000 in 1980 to about 550,000 in 2010. 
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ATMs did not eliminate the job of teller; they transformed it. This was in part due to 
the lower cost of opening new bank branches, which together with other factors, such 
as more bank-friendly regulations, contributed to new bank teller jobs with different 
responsibilities.16 

 A more modern example of the complex interaction between technology and labor 
can be found in China. In cities like Nanjing, it is common for restaurants to have QR 
codes on every table. The QR code allows customers to order food and pay their bills 
using their phones. But this technology does not replace the need for human servers. 
It only automates a few of their tasks, allowing them to focus on things other than 
taking orders or collecting checks. Servers are still needed to carry food, clear tables, 
greet customers, deal with special requests, and maintain a civilized environment at 
the restaurant. This example also shows that automation often does not replace entire 
jobs because it involves tasks. That is why studies that focus on the automation of jobs 
tend to overestimate the impact of automation17 compared to studies focused on the 
automation of tasks.18

Hence, the question that we should be asking is not “Will a robot will take my job?” 
but “How will the labor market change with technology?” In response to that question, 
economists have made a few predictions. 

On the one hand, there is an apparent consensus that while changes in technology 
have important effects on labor on the short term, they do not appear to affect the need 
for labor in the long run.19 Using data from the International Federation of Robotics 
(IFR), Graetz and Michaels report that between 1993 and 2007, the introduction of robots 
did not reduce total employment, although they do find evidence that robots reduce 
the employment share of low-skilled workers.20 Other authors also find a negative 
correlation between the stock of robots in a country and unemployment.21

On the other hand, there is no clear consensus on predictions about the redistrib-   
utive effects of technology. Some scholars anticipate an increased polarization of the 
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labor force and increased inequality.22 Yet some scholars have arrived at the opposite 
conclusion when focusing on the replacement of tasks rather than occupations.23 

Another angle of this discussion has been to focus on the types of jobs being re-
placed by new technologies. In his book Prediction Machines, Ajay Agrawal focuses 
on the fact that artificial intelligence (AI) technologies are mostly good for predic-
tion,24 so he forecasts the effect of AI on labor by assuming that its main effect is a 
reduction in the cost of predictions. For instance, lower prediction costs could flip the                                         
shopping-then-shipping model of online retailers to a shipping-then-shopping model. 
This is because, in a world where stores can predict the items that a person may buy, 
business models in which stores ship items and learn from the ones that are returned 
may become viable. 

The fact that technology will affect the future of work is undeniable. But technology 
is not the only force affecting labor. The future of work also depends on global value 
chains,25 the increasing concentration of complex economic activities,26 the rising 
education levels of the Global South,27 and international migration.28 To better manage 
this impact, we need to understand how people react to the impact of technology on 
jobs compared to other forces. 

The goal of this chapter is to compare people’s reactions to displacement attributed 
to technology with displacement attributed to humans. We contribute to that goal by 
using two sets of scenarios. The first set compares technology-based displacement 
with displacement attributed to foreign temporary workers. The second set compares 
technology-based displacement with displacement coming from four sources: foreign 
temporary workers, foreign contractors (outsourcing), foreign subsidiaries (offshoring), 
and younger workers. Let’s begin by looking at the first set of examples.
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A large chain of luxury resorts decides to lower the cost of staffing their poolside 

bars by bringing in [temporary foreign workers/vending and cooking robots]. 

The [workers/robots] can take a guest’s room number for payment purposes and 

serve a large variety of cocktails and dishes. As a result of the change, several 

local workers lose their jobs. 

A nuclear power plant is looking to lower their operational costs. They decide to 

[bring in foreign nuclear technicians/buy an AI operation system]. This change 

allows the company to reduce their operational costs by 30 percent, but several 

local technicians lose their jobs. 

A trucking company is looking to lower costs by bringing in [temporary foreign 

drivers/autonomous trucks]. This change reduces the company’s costs by 30 

percent, but several local drivers lose their jobs. 

S52

S53

S54
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A school is looking to lower their costs by [bringing in foreign teachers/adding 

robot teachers to some of their classes]. As a result, the school reduces its costs 

by 30 percent but fires several local teachers. 

S55

For each scenario, we asked the following questions:

•	 Do you approve of this change? (from “Strongly disapprove” to “Strongly
       approve”)

•	 Would you ban this change? (from “Would surely not ban” to “Would surely
        ban”)

•	 How morally wrong or right was the action of the manager? (from “Extremely
        wrong” to “Extremely right”)

•	 Does your opinion of this organization worsen or improve because of this
       change? (from “Worsens extremely” to “Improves extremely”)

•	 Do you think others will approve of this change?
       (from “Strongly disapprove” to “Strongly approve”)

•	 If you were in a similar situation as the manager, would you have done the
       same? (from “Definitely not” to “Definitely yes”)



112   |

CHAPTER 5

Figure 5.1 compares technological 
displacement with displacement attri-
buted to foreign workers in these four 
scenarios. In general, we find a pre-                
ference for displacement attributed to 
technology over displacement attributed 
to foreign workers. The strength of this 
preference, however, varies depending 
on the scenario. In the case of trucking, 
the preference to ban foreign workers 
is much stronger than the preference 
to ban autonomous trucks. People also 
approve of foreign workers less than au-
tonomous vehicles and think that others 
will have similar opinions. The resort 
scenario shows a similar pattern, albeit 
with lesser differences.

These differences persist, although 
weakened, in the power plant scenario, 
and they vanish altogether in the school 
scenario. We should note, however, that 
in the school scenario, people have a 
strong preference against both machines 
and foreigners replacing teachers. Thus, 
the fact that we do not observe strong 
differences may be due to a floor effect 
among two unpopular options.
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Figure 5.1 

Participant reactions to displacement by foreign 
workers, as opposed to technology, in four scenarios:
(S52,S53,S54,S55)

Next, we look at scenarios comparing 
labor displacement with displacement 
due to other sources, including foreign 
temporary workers, foreign contractors 
(outsourcing), foreign subsidiaries (off- 
shoring), and younger workers.

Once again, we find results that are 
quite consistent across all scenarios (see 
figure 5.2). People tend to approve more 
and are less willing to ban displacement 
caused by technology than displacement 
involving other people.

People react particularly strongly 
against displacement attributed to fo-
reign workers and replacing older wor-
kers with younger workers. Among the 
nontechnological forms of displacement, 
people react less negatively to opening a 
foreign subsidiary (offshoring), followed 
by hiring a foreign contractor (outsour-
cing).
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A law firm is looking to lower their costs for routine clerical work. They decide 

to [open a branch in a low-income country/hire a foreign contractor/bring in 

foreign workers with temporary visas/replace older workers with younger 

workers/buy an AI legal system]. The result is a reduction in costs and the firing 

of several of their local staff.

A software firm is looking to lower the costs of their routine maintenance and 

updating tasks. They decide to [open a branch of the firm in a low-income 

country/hire a foreign contractor/bring in foreign workers with temporary visas/

replace older workers with younger workers/buy an AI system]. The result is a 

reduction in costs and the firing of several of their local staff.

S56

S57
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A hospital is looking to lower their diagnostic costs for X-rays and computerized 

axial tomography (CAT) scans. They decide to [open a branch in a low-income 

country/hire a foreign contractor/bring in foreign workers with temporary visas/

replace older workers with younger workers/buy a computer vision system]. The 

result is a reduction in costs and the firing of several of their local staff.

A manufacturing company is looking to lower their production costs. They 

decide to [open a plant in a low-income country/hire a foreign contractor/bring 

in foreign workers with temporary visas/replace older workers with younger 

workers/buy a robotic manufacturing system]. The result is a reduction in costs 

and the firing of several of their local staff.

S58

S59
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A film studio is looking to lower their animation costs. They decide to [open a 

studio in a low-income country/hire a foreign contractor/bring in foreign 

workers with temporary visas/replace older workers with younger workers/buy 

AI animation software]. The result is a reduction in costs and the firing of several 

of their local staff.

A finance company is looking to lower their fund management costs. They decide 

to [open a branch in a low-income country/hire a foreign contractor/bring in 

foreign workers with temporary visas/replace older workers with younger 

workers/buy AI investment software]. The result is a reduction in costs and the 

firing of several of their local staff.

S60

S61
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Figure 5.2

Participant reactions to displacement by foreign temporary workers, foreign contractors, 
foreign subsidiaries, younger workers, and technology, in six scenarios.
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Together, these scenarios show that people tend to react less negatively to 
technology-based displacement than to displacement based on other humans. This may 
be the case for a variety of reasons.

First, people may see technological displacement as more inevitable. People may see 
competing against a machine designed to excel at a specific task as futile, but competing 
against other humans, even when they are younger or foreign, as always possible. 
A second possibility is that the negative reactions against displacement by foreign 
workers are automatic responses to well-socialized “in-group versus out-group” biases. 
In the US, displacement by foreigners is a narrative with a well-established negative 
connotation. Also, people may perceive displacement by foreigners and younger people 
as more imminent to them, especially if they or someone they know has experienced a 
similar situation.

Third, it could be that people oppose cost reductions based on cheaper labor more 
strongly because they consider profiting from lower salaries to be more exploitative, 
and less acceptable, than profiting from technology. In fact, when we look at the moral 
dimensions associated with these scenarios, we find that they trigger the fairness 
dimension of moral psychology. As we saw in chapter 3, people tend to react more 
strongly to humans in situations that they perceive as unfair, so this could be yet 
another effect that contributes to explaining our observations. Finally, people could see 
replacement by cheaper labor as retrograde compared to replacement by technology, 
which could be seen as progress.

Regardless of the explanation, what is true is that within this sample, there are 
clear negative reactions to labor displacement, which are amplified when displacement 
is attributed to foreign or younger workers, but which are still there for displacements 
attributed to machines. Because of these reactions, it is not surprising to find work 
focused on mitigating the potential negative consequences of technological displace-
ment. Some of these alternatives have a strong taste for regulation, while others focus 
more on additional market flexibility. 



|   119

WORKING MACHINES

On the side with a stronger taste for regulation, we find people in favor of a robot 
tax (i.e., a tax on the profits of companies that use more robots). The argument is that 
because most tax revenue comes from labor income, tax policies tacitly incentivize 
automation.29 By adopting automation, companies reduce their labor costs, as well as 
the taxes they pay on their employees. In this view, automation erodes the overall tax 
base if robotic labor goes untaxed. Of course, there are some clear counterarguments 
to this line or reasoning. For instance, if automation does not cause unemployment but 
simply shifts workers to different jobs, we cannot use this argument to justify a robot 
tax. Also, robot workers do not consume government services in the same way that 
human workers do, so their tax bill would not need to cover for items like pensions, 
health care, and education, which taxes on labor usually cover.

On the side arguing for more flexibility, we find proposals focused on removing 
barriers limiting the ability of workers to move between occupations, and limiting new 
business models from entering established sectors. One barrier to labor mobility is the 
excessive need for state licensing. In the US, the need for a state license has grown from 
5 percent to 30 percent of workers between 1950 and 2008. As McAfee and Brynjolfsson 
argue, “Some of the requirements are plainly absurd: in Tennessee, a hair shampooer 
must complete 70 days of training and two exams, whereas the average emergency 
medical technician needs just 33 days of training.”30 Labor mobility is known to be an 
important channel of knowledge diffusion,31 so barriers for workers to move between 
occupations and industries, like excessive licensing, can reduce the ability of the mar-
ket to adapt to changes in technology.

On that front, Alan Krueger and Seth Harris32 advocate for a new worker classifica-
tion that sits somewhere between full-time employees and contractors: “independent 
workers.” Independent workers “would not be eligible for overtime pay or unemploy-
ment insurance, but would enjoy the protection of federal antidiscrimination statutes 
and [would] have the right to organize, . . . withhold taxes and make payroll tax contri-
butions.”
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Finally, between both of these camps, we have the idea of universal basic income 
(UBI). UBI is not a new idea. It can be traced back to Thomas More and Condorcet.33 

Still, UBI is an idea that has recently regained popularity. One of the modern versions 
of UBI is the idea of paying a guaranteed income to all citizens, which they can then use 
to procure services that are often the purview of government, like education, health 
care, or affordable housing. On the one hand, UBI is quite market oriented, as it entrusts 
basic social safety nets to cash transfers and the market. On the other hand, the source 
of these funds is public, making it more of a government intervention. Not surprisingly, 
UBI is a divisive topic, with some arguing that it is excessive and impractical,34 and 
others— like recent presidential candidate Andrew Yang—touting it with enthusiasm.35

In this chapter, we compared people’s reactions to scenarios involving labor dis-
placement attributed to either technology or humans. We found that, on average and 
across most scenarios, people reacted less negatively to technological displacement.
They were less prone to ban it and accepted it more than other forms of displacement, 
especially when the displacement was attributed to foreign or younger workers.

In chapter 6, we will zoom out from individual scenarios and look across them 
instead. We will use data from all the cases studied so far, as well as data from additional 
ones (shown in the appendix), to discover trends and patterns that are hard to observe 
by looking at scenarios alone. By zooming out, we will lose granularity but gain the 
power of abstraction in our quest to understand how humans judge machines.





6Moral
Functions
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Imagine designing a machine to mimic the moral judgment of humans. In princi-
ple, you may want a machine that is better than humans at making moral judgments. 
But in practice, that goal may be too farfetched. So, instead, you may want to first make 
a machine that simply mimics the moral judgment of humans. 

The goal of this chapter is to explore the very basics of that machine. To achieve 
that goal, we will use simple statistical tools that prioritize explicability over accuracy. 
These tools will help us zoom out of individual scenarios by providing descriptions that 
are less nuanced, but more generalizable. They will also inform us about the impact of 
different inputs into moral judgments.

Our exploration will build on the idea of a moral function: a mathematical object 
predicting how people will judge the outcomes of a moral scenario based on inputs, 
such as who is performing the action, or its level of perceived harm. One input that is 
of particular interest for us is whether the agent performing the action in a scenario is 
a human or a machine. Throughout the book, we have seen that people judge human 
and machine actions differently. This is consistent with the social psychology literature 
telling us that people judge and punish more severely members of out-groups (in our 
case machines) than members of the in-group (in our case, humans).1,*  

CHAPTER 6
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By using moral functions, we can formalize those differences by exploring how 
they relate to the characteristics of a scenario. 

Our approach will rely on many simplifying assumptions,† which we introduce 
in an effort to prioritize clarity. To make that explicit, we will mention the problems 
caused by these simplifying assumptions when we introduce them. 

To begin, we introduce the moral space a quantitative representation of moral 
judgment. This representation, which we use to abstract away from the details of each 
scenario, is inspired by Jonathan Haidt’s moral foundation theory2 and is based on three 
factors: harm, intention, and wrongness. While in principle, we could include many 
inputs, such as whether the dilemma involves an uncertain outcome or represents 
a violation of a moral dimension other than harm, we focus for simplicity only on 
five variables: the perceived levels of harm, intention, and wrongness of a scenario, 

* This intergroup bias develops as children grow, and as such, it can be detected as soon as six years old (J. J. Jordan, K. 

McAuliffe, and F. Warneken, “Development of In-group Favoritism in Children’s Third-Party Punishment of Selfishness,” 

PNAS 111 (2014): 12710–12715). Moreover, neuroimaging research shows that people have higher sensitivity (i.e., great 

activity in the left orbitofrontal cortex) to the suffering of in-group members than out-groups when an out-group 

member performs the harmful action. (P. Molenberghs, J. Gapp, B. Wang, W. R. Louis, and J. Decety, “Increased Moral 

Sensitivity for Outgroup Perpetrators Harming Ingroup Members,” Cerebral Cortex 26 (2016): 225–233). In an experiment 

in which Swiss army officers played a prisoner’s dilemma, researchers found more cooperation among officers from the 

same platoon and harsher punishments for defectors from different platoons. (L. Goette, D. Huffman, S. Meier, and 

M. Sutter, “Group Membership, Competition, and Altruistic Versus Antisocial Punishment: Evidence from Randomly 

Assigned Army Groups,” IZA Discussion Paper No. 5189 (2010), https://papers.ssrn.com/abstract=1682710.) When asked 

to imagine a theft, undergraduate students assigned higher fines to foreign offenders than to relatives or classmates 

(D. Lieberman and L. Linke, “The Effect of Social Category on Third Party Punishment,” Evolutionary Psychiatry (1 

April 2007)). Similar patterns have been observed for affiliations with soccer clubs and political parties, (B. Schiller, 

T. Baumgartner, and D. Knoch, “Intergroup Bias in Third-Party Punishment Stems from Both Ingroup Favoritism and 

Outgroup Discrimination,” Evolution and Human Behavior 35 (2014): 169–175.) and even among tribes in Papua New 

Guinea. (H. Bernhard, U. Fischbacher, and E. Fehr, “Parochial Altruism in Humans,” Nature 442 (2006): 912–915). 

 † Our presumption is that all the statistical estimates presented here can be improved, but more sophisticated 

estimation techniques may obscure or distract from the key concepts that we want to communicate.
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Figure 6.1  

and whether the scenario was a treatment or a control (i.e., whether the action was 
performed by a human or a machine). We then explore how the characteristics of the 
respondents—the people judging the scenarios—affect moral judgments.

In this representation, each scenario is described by two dots connected by a 
line. The red dot shows the judgment of the machine action, while the blue dot shows 
the judgment of same action when conducted by a human. The dots exist in a three-
dimensional space defined by wrongness on the vertical axis (the z-axis) and harm and 
intention on the horizontal plane (the x- and y-axes). 

Figure 6.1 illustrates the simplified moral space using average answers for 
perceived wrongness, harm, and intention. The black line connecting the dots shows 
that both dots belong to the same scenario. We use a diverging scale for wrongness, 
meaning that wrongness values range from “Extremely right” (0) to “Extremely wrong” 
(1), with the neutral value (“Neither wrong nor right”) at 0.5. For harm and intention, 
we use a sequential scale. That is, intention ranges from “Not intentional at all” (0) to 
“Extremely intentional” (1). Similarly, harm ranges sequentially from “Not harmful at 
all” (0) to “Extremely harmful” (1). 

Quantitative representation of 
judgments observed for human and 
machine actions in a scenario.
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We can use this representation to summarize the patterns found across all the 
scenarios that included questions on perceived wrongness, harm, and intention. This 
excludes the privacy and labor displacement scenarios, which did not include these 
three questions. 

Figure 6.2 shows a summary of our experimental results. Note that the moral space 
is purely descriptive, which allows us to consider wrongness, harm, and intention 
simultaneously, even though these are all affected by the treatment. 

The first finding, which is interesting but slightly obvious, is that moral judgments 
do not populate the whole space. They fall within a plane that extends from the upper-
left corner, with high levels of harm, wrongness, and intention, to the right side of the 
cube, which shows scenarios with low levels of wrongness and harm. This is because 
some corners, such as scenarios with no intention or harm, cannot be high in wrongness. 
Similarly, scenarios high in harm and intention cannot be rated as low in wrongness. 

These constraints limit the observation to relatively narrow moral planes. In the 
next section, we will model these planes mathematically. In this section, we explore the 
patterns found in this three-dimensional space by looking at the three faces of the cube 
separately. 

Figure 6.3 zooms into the harm-intention plane. Here, we see that machine actions 
are seen as less intentional than human actions when the level of human intention is 
relatively high, which is true for most cases in our sample. However, we find six scenarios 
in which the actions of machines are seen as more intentional than those of people. 
These six cases are all at relatively low levels of intention and include the excavator 
scenario (S1), the wrong national anthem scenario (S17), the school demolition scenario 
(S18), and the four car accidents scenario (S11–S14).

The harm-intention plane reveals two things: The first, which is obvious, is that 
in most cases, people appear to assign more intention to human actions than machine 
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Figure 6.2

Judgments of human and machine actions across scenarios.
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Figure 6.3

Harm-intention plane, wrongness-intention plane, and harm-wrongness plane.
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actions. The second, which is more surprising, is that people may excuse human actions 
more than machine actions in accidental scenarios. For instance, when a car accident is 
caused by either a falling tree or a person jumping in front of a car, people assign more 
intention to the machine than to the human behind the wheel. As discussed in previous 
chapters, this suggests that people perceive an accident more like an error when the 
actor is a machine, but as misfortune when the actor is a human. Hence, in these types 
of scenarios, they forgive or excuse humans more than machines.

Figure 6.3 also shows the wrongness-intention plane. We also see a triangular pattern 
because intention modulates the level of perceived wrongness. Unintentional actions 
cluster close to the neutral value (0.5) “Neither wrong nor right.” But actions perceived 
as intentional can score very high (“Extremely wrong”) or very low (“Extremely right”). 
This is consistent with an extensive body of literature in moral psychology showing 
that intentional actions are judged worse than accidents, even when the accidents have 
more serious consequences.3

But the wrongness-intention plane also reveals some interesting patterns. For low 
levels of intention (I < 0.3), we see a clear upward slope, meaning that machine actions 
are perceived as both more wrong and more intentional than those of humans. This 
group contains the four car accident scenarios (S11–S14). 

At an intermediate level of intention (0.3 < I < 0.4), we find actions that are perceived 
as less intentional for machine, but also worse. These examples include those of unlucky 
decisions under uncertainty, like the tsunami scenario (S2), or cases with equivalent 
outcomes for the fire and hurricane framings (A1 and A4). 

At high levels of intention, however, differences in the intention attributed to 
humans and machines correlate with differences in the level of perceived wrongness. 
For high wrongness (> 0.75), human actions are judged as more intentional and more 
morally extreme (worse). This group consists of cases involving discriminatory 



|   131

MORAL FUNCTIONS

treatment in school admissions and human resources (S19–S21, S25–S27, S31–S33, S37–
S39). For low wrongness (< 0.4), machine actions are seen as less intentional, but still are 
judged worse than the equivalent action performed by a human. This group includes 
cases such as those involved in correcting unfair treatment in school admissions and 
human resources (S19–S21, S22–S24, S25–S27, S34–S36, S40–S42). In other words, 
because human actions are seen as more intentional, humans are perceived as more 
morally right than machines in scenarios with strong positive outcomes, and as more 
morally wrong than machines in scenarios with strong negative outcomes. 

We look at the harm-wrongness plane (figure 6.3). Unsurprisingly, we see a strong 
positive correlation between perceived harm and perceived wrongness. Yet we also 
observe regions characterized by different regimes. For positive outcomes (W < 0.35), 
we find no big difference between the harm attributed to a machine or a human action, 
but we do find that machine actions are judged worse. At intermediate levels of harm 
and wrongness (0.4 < H < 0.75 and W < 0.65), we find actions that are perceived as more 
harmful and worse when performed by machines than humans. In fact, the evaluation 
of these scenarios is so extreme that humans are—on average—perceived to be morally 
right (W < 0.5) in situations in which machines are perceived—on average—as morally 
wrong (W > 0.5). In this region, machines are also perceived as more harmful. This 
cluster is populated by accidental scenarios, including the car scenarios (S11–S14), the 
interest rate scenario (A23 in the appendix), and the unlucky outcome of the tsunami 
scenario (S2). In these uncertain cases, people are less forgiving of machines and judge 
actions as more harmful and morally worse when they are performed by machines. 

Finally, for scenarios rated high on harm and wrongness (W and H > 0.7), we find 
two groups. The first one involves cases of algorithmic bias (chapter 3), which relates 
to the fairness dimension of moral psychology. Here, human actions are seen as both 
slightly more harmful and also worse than the equivalent actions performed by a 
machine. The second group, which exhibits the opposite trend, consists of two cases of 
accidental manslaughter, such as the terrorist scenario (A24) and the ambush scenario 
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(A11). Here, machine actions are seen as more morally wrong than those of humans, 
suggesting once again that the bias against machines is modulated by a scenario’s moral 
dimensions.

 
The moral space tells us that the way in which people judge the actions of machines 

compared to those of humans varies across scenarios. When intention and harm are 
low, people appear to be less forgiving of machines, evaluating their actions as worse. 
When intention and harm are high, however, people tend to judge human actions as 
worse than the equivalent machine actions. 

Of course, the results presented here should be taken with a grain of salt. Despite 
the apparent clarity of these trends, the moral space should include factors beyond a 
scenario’s perceived level of harm and intention. For instance, in scenarios involving 
a dimension of fairness, such as the algorithmic bias scenarios (chapter 3), humans are 
judged more harshly than machines when they do wrong and more positively when 
they do right. In the scenarios involving physical harm, such as the car accident (S11–
S14), tsunami (S2), and manslaughter scenarios (A11 and A24), machines are judged 
more harshly. 

Also, our list of scenarios is far from exhaustive, so there is much to be learned 
from additional cases. Nevertheless, these findings help us understand broad trends and 
differences in the way in which humans judge the actions of machines compared to the 
actions of other humans. But can we formally model these patterns? In the next section, 
we model these moral surfaces mathematically to understand more systematically 
when people have biases for or against machines.
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Moral Surfaces

Next, we construct a statistical model that maps a scenario’s level of wrongness to 
a level of perceived intention and harm. Our goal is to study differences in the functions 
mapping harm and intention to wrongness for comparable human and machine actions. 

To keep things simple, we will use some very rough assumptions. Even though 
wrongness, harm, and intention are all affected by the treatment (i.e., they change 
depending on whether the scenario was an action of a human or a machine), we will 
use these variables together in a model. This model will estimate the level of perceived 
wrongness of a scenario as a function of that scenario’s level of perceived intention and 
harm. Because the dependent and independent variables are affected by the treatment, 
in statistics this would be considered a heroic assumption—an assumption that even 
those using it would consider untrue. Yet we find that despite this heroic assumption, 
our model captures some qualitatively interesting patterns—namely, that differences 
in people’s judgment of human and machine actions are not simple preferences for 
humans over machines, but involve differences in the functional forms involved. These 
differences are expressed in the intercept, slope, and curvature of the derived moral 
functions.

We use individual-level data including more than 27,000 individual responses. Our 
goal is to estimate the following two functions to predict the wrongness of the actions 
performed by humans and machines:‡ 

W = fh(I,H)
W = fm(I,H)

‡ We could include h and m in the same function [e.g., f(I,H,C), where C is the condition], but because we will be 

plotting the functions separately, we believe that the presentation will be clearer if we separate these functions from 

the beginning.
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Table 6.1

Here, the subscript h represents humans, and m stands for machines. For simplicity, 
we use a linear model with interactions and individual fixed effects. Using a Taylor 
expansion of the previous two equations, we get the following model for wrongness W: 

W = B1H + B2I + B3HI + η + ϵ,

where H and I represent perceived harm and intention, η represents individual fixed 
effects, and ϵ is the residual. Our model includes individual fixed effects to capture 
any source of constant variation between individuals. This is a collection of vectors 
that are 1 for each individual and 0 for everyone else. These vectors can capture any 
constant source of variation among experimental subjects, such as differences in age, 

Moral functions of people judging machine actions.
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Table 6.2

gender (nonbinary), languages spoken, race, or even shoe size. Fixed effects also help 
us consider variations in the level of judgment of individuals, such as some individuals 
being too “judgy,” and rating all actions too harshly, or individuals being too lenient 
and judging everything lightly. 

Tables 6.1 and 6.2 present, respectively, the results of the models for judging machine 
and human actions. We introduce each term sequentially to study how the coefficients 
change as we move from a bivariate model (including only harm or intention) to a 
model with interactions and fixed effects. We find empirically that quadratic terms do 
not improve the predictive power of the model enough to be considered, so we drop 
them from the regression. 

Moral functions of people judging human actions.
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The first four columns of these tables show the results of ordinary least squares 
(OLS) models. The last column shows the results of the fixed effects models (felm), 
which account for differences in individual characteristics.

The first two columns show the coefficients for models that include only inten-
tion and harm. The models considering only intention have no predictive power (R2 ≤ 
2 percent), while the models using harm as a predictor already explain a considerable 
amount of variance for both machine and human actions (R2 > 40 percent). Models 3 and 
4 use both intention and harm, and model 4 also includes an interaction term for harm 
and intention. Adding the interaction term increases the amount of variance explained 
by the models to 43 percent in the machine scenarios and 48 percent in the human 
scenarios. Finally, the felm models explain 56 percent of the variance in the machine 
condition and 60 percent in the human condition (adjusted R2). 

Even though the fixed effects model explains significantly more variance than the 
OLS, the coefficients associated with harm, intention, and their interaction do not vary 
drastically.§ This means that the coefficients of the model are not greatly biased by 
differences in individual characteristics. 

To interpret these coefficients, we visualize the planes defined by the fourth 
column of each table (figures 6.4, 6.5, and 6.6), as well as the cross sections (figures 6.7 
and 6.8). We find that the hyperplanes respect some of the characteristics observed in 
the moral space, and hence serve as crude empirical models of moral functions. 

 § The harm coefficient (B1) changes from 0.345 or 0.368 for machines, and from 0.182 and 0.208 for humans. The 

intention coefficients (B2) are –0.168 and –0.156 for machines and –0.163 and –0.142 for humans. The interaction 

coefficients are 0.303 and 0.354 for machines and 0.513 and 0.540 for humans.
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Figure 6.4

Figure 6.5

Moral functions of people judging machine actions.

Moral functions of people judging human actions.
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Figure 6.7 

Figure 6.6

Visualization of the moral functions described in tables 6.2 and 6.3.

Cross section of moral functions in the wrongness and harm planes.
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Figure 6.8

Figure 6.8 shows that intention enhances the perceived wrongness of human 
actions more than that of machines. This comes mostly from the interaction term (harm 
× intention). For machines, the slope of wrongness on harm is the dominant feature of 
the model, suggesting that humans are judged by their intentions, while machines 
are judged by their outcomes. Of course, this is a simplification, since the interaction 
between intention and harm is also significant in the model of humans judging machines. 
But to a first approximation, these differences in the relative importance of coefficients 
describe, coarsely and qualitatively, the difference between these two moral functions.

Also, we find that at high levels of harm and intention, human actions are judged 
more harshly. This is observed in the fanning out of the wrongness-intention curves 
for different levels of harm (figure 6.7). As a result of that, humans appear to judge 
the actions of other humans more harshly at the highest levels of harm and intention, 

Cross section of moral functions in the wrongness and intention planes.
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but they judge machines more harshly in the rest of this space. Certainly, this is not 
applicable to all cases—it is a crude approximation—but it is an aggregate description 
that can serve as a quick rule of thumb to think about differences in human and machine 
judgment. 

Figure 6.9

Model compared to empirically observed means.
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Finally, we compare this model—trained with individual data—to the empirically 
observed means (figure 6.9). The model appears to capture a good deal of the variance 
observed in the moral judgment of scenarios and, more important, it also tends to cap-
ture the direction of the treatment effect. Yet, because this is a regression model, the 
empirical values tend to be over or under the estimated hyperplane (regression to the 
mean), meaning that the model underestimates the wrongness of the worst scenarios 
or the goodness of the best ones. 

But are these judgments affected by the characteristics of the observers? Do people 
with different ethnicities, genders, or levels of education judge things differently? Are 
some of these groups more inclined to judge machines or humans more harshly? In 
the next section, we continue our statistical exploration by looking instead at how the 
demographics of experimental subjects correlate with their judgments of humans and 
machines.

Who Is the Judge?

In this section, we study how different demographic characteristics, such as 
the gender, ethnicity, and education of subjects, correlate with their answers to the 
questions provided for each scenario. We focus on six questions:

•	 How morally wrong or right is the agent’s action/decision?
•	 How harmful is the action/decision?
•	 How intentional is the action/decision?
•	 How much do you like the agent?
•	 If you were in a similar situation, would you have done the same?
•	 Do you agree that this (person/machine) agent should be replaced (machine/

person)? (replaced different)
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We explore how the answers to these 
questions correlate with the demographic 
characteristics of individuals. To do this, 
we construct a model with scenarios as 
fixed effects. Scenario fixed effects models 
include vectors that are 1 for each scenario 
and 0 for all others. These vectors capture 
any constant variations between scenarios 
(such as the average response received 
by each of them). After controlling for 
scenario fixed effects, the variables on the 
demographic dimensions should capture 
variations in judgment that are not 
explained by the scenario itself, but rather 
by the characteristics of the respondents. 

We looked at four individual characte-
ristics: people’s gender (using a nonbinary 
description of male, female, and other), le-
vel of education (high school, college, and 
graduate school), ethnicity (white, African 
American, Asian, Hispanic, and other), and 
whether people self-report as religious (yes 
or no). Because of data sparsity, we consi-
dered only “Male” and “Female” answers 
for gender (only two survey respondents 
answered “Other”).
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Table 6.3

Model coefficients for demographic characteristics.
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Because these are all categorical variables, we measured their effects using a 
reference level. For gender, we show the coefficients of the Male category in reference 
to the Female category (i.e., only Male shows up in the regression results because the 
coefficient reports a difference between the two categories). In the case of education, 
we compare the responses of subjects with college and graduate school education 
relative to those with high a school education. In the case of ethnicity, we use white as 
a baseline. 

Table 6.3 and figure 6.10 show the results of these statistical models. The odd 
columns (1, 3, and so on) have coefficients for the machine condition, and the even 
columns (2, 4, and so on) have coefficients for the human condition. These coefficients 
represent how much that variable increases or decreases judgment in a dimension (e.g., 
harm and like) after controlling for each scenario’s characteristics. 

One variable that does correlate with some judgments is gender. Compared to 
females, males tend to rate both machine and human scenarios as less morally wrong 
and are more likely to report having done the same in a “similar situation.” Where the 
effects of gender appear stronger, however, is in the “replace by different” dimension, 
which is the question that asks people if they would replace a machine by a human or a 
human by a machine. Our data reveal that males are more prone to replace humans by 
machines and less prone to replace machines by humans.

Another variable that shows strong correlations is education. People with a college 
or graduate degree see the human and machine scenarios as less morally wrong than 
people with a high school education. This effect is particularly strong for people with a 
graduate degree judging machine actions. People with a college or graduate degree also 
see machine actions as less intentional than high school graduates and report liking 
machines and humans more. People with college and graduate degrees also think of 
themselves as more likely to have done the same action in a similar situation. 
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Figure 6.10

Demographic effects on the judgments of human and machine actions: 
harm, intention, like, moral, replace with different, and similar situation.
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When it comes to ethnicity, we find differences, especially in the intention 
dimension. African Americans, Asians, and Hispanics attribute more intention to 
machine actions. Asians also show a strong effect in the “replace by different” question, 
showing a preference in favor of machines. 

Together, these findings tell us that—on average—demographic characteristics 
correlate with judgments. Yet, the effects of demographics are relatively weak, shifting 
judgments by about 0.05 in variables that range from 0 to 1. This is consistent with the 
finding that individual fixed effects do not change drastically the coefficients of moral 
functions. Still, together, these effects can compound to create noticeable differences. 
For instance, a religious Hispanic male would—on average—assign 0.16 more intention 
to a machine than a nonreligious white female.

Discussion

In this chapter, we abstracted away from individual scenarios to provide a statisti-
cal description of the patterns that emerge across them. This exploration was split into 
three sections.

First, we introduced the moral space to conduct a descriptive exercise that looked 
at each scenario using data on harm, intention, and wrongness. It helped us confirm 
some observations that had emerged when discussing some scenarios. For instance, the 
exercise showed that humans judge the intentions of other humans using a bimodal 
distribution, but judge the intention of machines using a unimodal distribution. This 
means that people are more willing to forgive humans for accidental situations, but 
also attribute intent to human actions that cannot be easily excused as accidental. This 
is particularly true in scenarios focused on fairness, like those presented in chapter 
3. We also found that people judge machine actions harshly (in terms of both harm 
and wrongness) in scenarios involving accidents that lead to physical harm (e.g., the 
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self-driving car and tsunami scenarios), suggesting that people judge machines based 
on outcomes and judge humans based on intentions.

Our second and third exercise used fixed effects models. The second exercise used 
fixed effects for participants to model the relationship between a scenario’s wrongness 
and its perceived level of intention and harm. The third exercise explored how 
judgments vary based on the demographic characteristics of the study’s participants. 

The second exercise helped us formalize some of the patterns observed in our 
descriptive analysis. We found different moral functions describing people’s judgments 
of machine and human actions. Overall, people tend to judge machines more harshly 
across most of this space, except for scenarios with high levels of intention and harm. 
In fact, the main difference between the functions describing judgments of human 
and machine actions is whether harm, or the interaction between harm and intention, 
carries more weight in the model. For machines, harm tends to be the most important 
predictor of moral judgment. For humans, the most important predictor is the 
interaction term between intention and harm. 

The third exercise taught us that judgments vary with demographic characteristics, 
although these variations are relatively mild. 

Once again, these findings suggest that people judge machines based on the 
observed outcome, but judge humans based on a combination of outcome and intention.

In the next chapter, we conclude our journey by drawing some lessons from 
works of fiction and summarizing some of our main findings. This will conclude our 
exploration of how humans judge machines.





7Liable
Machines
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After lighting a cigarette, Alfred Lanning, declared, “It reads minds all right.”1  

Lanning was a recurrent character in Isaac Asimov’s science fiction. In this particular 
story, the director of a plant of U.S. Robots and Mechanical Men was talking about Her-
bie, a robot with “a positronic brain of supposedly ordinary vintage.” Herbie had the 
ability to “tune in on thought waves,” leaving Lanning and his colleagues baffled by his 
ability to read minds. Herbie was “the most important advance in robotics in decades.” 
But neither Lanning nor his team knew how it happened. 

Lanning’s team included Peter Bogert, a mathematician and second-in-command 
to Lanning; Milton Ashe, a young officer at U.S. Robots and Mechanical Men; and Dr. 
Susan Calvin, a robopsychologist (who happened to be in love with Ashe). 

Lanning asked Dr. Calvin to study Herbie first. She sat down with the robot, who 
had recently finished reading a pile of science books. “It’s your fiction that interests 
me,” said Herbie. “Your studies of the interplay of human motives and emotions.” As 
Dr. Calvin listened, she begun to think about Milton Ashe. 

“He loves you,”—the robot whispered.

CHAPTER 7
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“For a full minute, Dr. Calvin did not speak. She merely stared.” 

“You are mistaken! You must be. Why should he?” 
“But he does. A thing like that cannot be hidden, not from me.”

Then he supported his statement with irresistible rationality: 

“He looks deeper than the skin and admires intellect in others. Milton Ashe is not 
the type to marry a head of hair and a pair of eyes.” 

She was convinced. “Susan Calvin rose to her feet with a vivacity almost girlish.”

After Dr. Calvin, it was Bogert’s turn. He was a mathematician who saw Herbie 
as a rival. Once again, Herbie quickly directed the conversation toward Bogert: “Your 
thoughts . . . concern Dr. Lanning.” The mathematician took the bait.

“Lanning is nudging seventy. . . . And he’s been director of the plant for almost 
thirty years. . . . You would know whether he’s thinking of resigning?” 

Herbie answered exactly what Bogert wanted to hear.

“Since you ask, yes. . . . He has already resigned!” 

Bogert asked Herbie about his successor, and the robot confirmed it was him.

But Herbie’s story is not that of a robot who bears good news, but that of a mind-
reading robot struggling with the “First Law of Robotics.” Soon, the scientists and 
engineers began putting their stories together, discovering that what Herbie had told 
them wasn’t correct. Milton was engaged to be married to someone else, and Lanning 
had no intention of resigning. Herbie had lied to them, and they wanted to know why.
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While the men were pacing around the room, Dr. Calvin had an “aha” moment: 
“Nothing is wrong with him.” Her colleagues paused. “Surely you know the . . . First 
Law of Robotics?” 

Like well-trained schoolchildren, her colleagues recited the first law: “A robot may 
not injure a human being or, through inaction, allow him to come to harm.” 

She continued.  “You’ve caught on, have you? This robot reads minds. . . . Do you 
suppose that if asked a question, it wouldn’t give exactly that answer that one wants to 
hear? Wouldn’t any other answer hurt us, and wouldn’t Herbie know that?” 

Dr. Calvin turned toward Herbie: “You must tell them, but if you do, you hurt, so 
you mustn’t; but if you don’t, you hurt, so you must; but. . .”

Failing to deal with the contradiction, Herbie “collapsed into a huddled heap of 
motionless metal.”

* * *

The rise of artificial intelligence (AI) has brought a deluge of proposals on how 
to regulate it.2 Tech companies, such as Google,3 and international organizations, 
such as the European Commission4 and the Organisation for Economic Co-operation 
and Development (OECD),5 have published plans or convened committees to guide AI 
regulation.* But the global rush to regulate AI is no indication that morality can be 
reduced to a set of rules.

Almost a century ago, when computation was in its infancy, the mathematician and 
analytic philosopher Kurt Friedrich Gödel uncovered what is one of the most beautiful 

* In the case of Google, though, the committee did not last long (S. Levin, “Google Scraps AI Ethics Council after 

Backlash: ‘Back to the Drawing Board,’” The Guardian, 5 April 2019).
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axioms of mathematics:6 the idea that mathematics is incomplete. That incomplete-
ness does not mean that there is a blank space of mathematics that could eventually 
be filled, but rather that there are truths in a logical system, such as mathematics, that 
cannot be proved using only the rules within the system. To prove them, you need to 
expand the system. Doing so answers those truths, but also opens new ones that once 
again cannot be proved from within. Mathematics is incomplete not because a finite set 
of proofs is missing, but because every time we try to complete it, we open the door to 
new and unprovable truths.

Asimov’s “three laws of robotics,” therefore, may not be a match for Gödel’s 
theorems. And, probably, they did not pretend to be. The story of Herbie is not about 
the three laws working, but about the first law breaking. This is a common theme in 
Asimov’s writings. Even though he is probably best known for proposing the three laws 
of robotics, his literature is filled with stories where the laws fail. The story of Herbie is 
a particularly interesting example involving mundane human desires: a woman liking a 
man, and a man wanting his boss’s job. 

There is no reason to believe that a logical system as complex as morality is complete 
when mathematics is not. In fact, because reducing morality to mathematics may be an 
impossibility, our moral intuitions may also respond to a logic that is also incomplete. 
If this is true, trying to reduce machine morality to a set of rules is naive. Before long, 
either writers like Asimov or robots like Herbie will uncover contradictions. They 
will find those unproven truths. If morality is incomplete, then it cannot be enforced 
through obedience. 

While scholars have explored a number of moral dilemmas involving machines, 
some of the most interesting dilemmas are found in recent works of fiction. One of 
the best examples is the 2018 video game Detroit. The game follows the lives of three 
androids who—after facing a series of moral dilemmas—become human. One of them 
is Kara, a maid who must care for an abusive dad and his young daughter. She takes 
care of household chores, serves the father, and also must protect the child. But Kara’s 
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owner pushes these goals into conflict. Kara is expected to obey the abusive dad, but he 
is the one hurting the daughter. When the contradiction becomes unsustainable, Kara 
must break one of the rules. It is through this conflict that she becomes a deviant—an 
android that is no longer obedient to humans, an entity with the free will to choose her 
own moral path. 

Kara chooses to defend the child and is required to fight the dad to do so. The dad 
throws her around the room violently until Kara manages to shove him into a wall and 
run away.† In doing so, she broke a rule in order to satisfy another, even though most 
people would agree that in this situation, Kara did the right thing. 

But Kara’s and Herbie’s stories have something in common. They are two examples 
showing that contradictions can emerge when moral rules are combined with social 
relationships. Herbie had no problem telling people exactly what they wanted to hear. 
But when that information was about others, he encountered conflict. Kara could be 
perfectly obedient to the abusive father and protective of the child. But in the presence 
of both of them, a moral conflict emerged. For Herbie, the moral trade-off was between 
lying to avoid immediate harm and causing harm through the future unraveling of 
his lies (an economist would say that Herbie “infinitely discounted” future harm). For 
Kara, the contradicting goals were to obey the father and protect the child. Together, 
both stories illustrate the frustration that moral rules suffer in the presence of social 
networks. In social groups, Asimov’s laws bow to Gödel’s theorem. 

 † In the game, there are other possible options—such as shooting the dad—which modify how the subsequent story 

unfolds.
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Videogame  Detroit: Become Human - Kara Shoots Todd
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Responsible Machines

How would you judge Herbie if he were human? How about Kara? What if instead 
of an android, Kara were a human au pair?

Throughout the last six chapters of this book, we compared people’s reactions to 
a variety of scenarios in which humans or machines were involved. We learned that 
humans are not generally biased against machines—the direction of the bias (positive 
or negative) depends on the moral dimension of the scenario, as well as the level of 
perceived intention and uncertainty. We found that people judge machines more 
harshly in scenarios involving physical harm, such as the car and tsunami scenarios 
presented in chapter 2. But we also found situations in which people tend to forgive 
machines more than humans, albeit slightly. These are scenarios dealing with fairness, 
like the algorithmic bias scenarios in chapter 3. 

When we studied privacy, we found that people are wary of machines watching 
children, but they are more indifferent to them in commercial settings, such as a mall or 
hotel. They were also more comfortable with machines in more institutional contexts, 
such as airport security and citizen scoring. 

When we looked at labor displacement, we found that people reacted more 
negatively to displacement that is attributed to other humans, especially foreign or 
younger workers. In fact, technological displacement was the option eliciting the least 
negative reactions.

 
We then put these various scenarios together in a chapter that described the 

statistical trends observed across the data. We focused on the harm, intention, and 
wrongness dimensions of morality and found the moral planes described by these three 
variables to be different for human and machine actions. Moreover, we found that 
people judge the intentions of humans and machines differently. People judge humans 
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following a bimodal distribution, attributing either a lot or a little intention. On the 
contrary, people judge machine intentions using a unimodal distribution. Machines are 
not blamed as fully intentional, but they are also not excused as much as humans in 
accidental situations.

This brings us to what is probably the most poignant observation in our study: 
people judge humans by their intentions and machines by their outcomes. This 
idea (which is a simplification, of course) is supported by several observations, not only 
by differences in the judgment of intention. For instance, in natural disasters like the 
tsunami, fire, or hurricane scenarios, there is evidence that humans are judged more 
positively when they try to save everyone and fail—a privilege that machines do not 
enjoy. The idea that we judge machines by outcomes and humans by intentions is also 
seen clearly in the reduced-form models in chapter 6. These models show that the 
judgment of machines is, on average, explained mostly by a scenario’s level of perceived 
harm (outcome), whereas the judgment of a human in the same scenario is modulated 
by the perceived level of intention (and the interaction terms between intention and 
harm). 

Chapter 6 also identified some interesting, albeit mild, correlations between the 
demographic characteristics of the study’s participants and the response functions. 
People with higher levels of education (college or graduate school compared to high 
school) were less prone to replace machines with humans and more prone to replace 
humans with machines, as were men compared to women. 

One question that we left relatively unexplored, however, is that of responsibility 
for machine actions. Our only contribution was the lewd advertising examples of 
chapter 2, which showed that responsibility shifts toward the most central actors of a 
chain of command when machines are involved. 
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Still, the question of responsibility for machine actions is one that has become 
increasingly important in a world of semi-intelligent machines. It is also an old question 
that builds on normative frameworks developed to think about product liability.7 

Product liability law is based on some well-understood principles, such as the ideas 
of negligence and recklessness. A manufacturer is considered negligent if they fail to 
warn of or fail to take proper care to avoid a foreseeable risk. The requirement to communicate 
risks is why we find warning labels on products. Failing to take proper is more difficult 
to characterize, but it usually involves benchmarks with industry standards or common 
sense. Recklessness is similar to negligence but involves the actor being aware of the 
risks or avoiding learning about them. Negligence and recklessness can move issues 
of liability from civil to criminal charges, and yet foreseeing or understanding risk is 
increasingly complex in a world with machines that are increasingly versatile, complex, 
and intelligent.

This complexity makes assigning liability more difficult.8 In principle, liability can 
be differentially apportioned, but in the case of AI, it may be hard to untangle how much 
of that liability should be apportioned to data, algorithms, hardware, or programmers. 
Moreover, AI systems could be quite versatile in their use, could be reprogrammed, or 
even learn. In general, manufacturers are protected against people using products in 
wholly unintended ways (such as using an umbrella as a parachute), but in the case of 
AI, the intended uses could be harder to define; hence, manufacturers may react by 
restricting the programmability of systems in order to limit their potential liability.9 

Another idea that should inform the way in which we think about machine 
responsibility is the idea of vicarious liability,10 which is liability passed to an owner 
or user (e.g., the liability that a dog owner has for their pet). Some have argued that 
robots should be treated as domesticated animals11 because they possess some degree 
of autonomy but are also not usually ascribed rights or moral responsibilities. Vicarious 
responsibility could be passed to manufacturers, users, and companies, as we already 
do in the case of powerful technologies such as cars or explosives. In the case of a car, 
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manufacturers are responsible for ensuring that they produce safe designs, but drivers 
are also responsible for the ways they drive and must conform to regulations governing 
car use and ownership. Still, vicarious responsibility could be passed to an organization. 
For instance, drivers working for a company transfer a major part of their liability to 
the company that hires them.

Regardless, the responsibility for machine actions falls to humans. The question 
is, which humans? The ideas of product liability, vicarious liability, recklessness, 
and negligence do not provide us with all the answers, but they help us ask the right 
questions. How much responsibility should be allocated to manufacturers and users? 
How should responsibility be distributed among hardware, software, and data input? 
How about mistakes attributed to data generated directly by users, stemming from 
public sources, or emerging from crowdsourced efforts? How open should these systems 
be to tinkering and reprogramming? Should AI software be fully open-source, private, 
or something in between?

Intentions and Outcomes 

By looking at hundreds of scenarios, we have learned that people judge humans 
by their intentions and machines by their outcomes. This simple principle, however, 
inspires us to think about the way in which humans judge systems more generally, as 
well as about the role of intention in both human and machine actions. 

Beyond machines, people also frequently interact with systems made of people—
namely, bureaucracies, like the ones we find in governments or large organizations. 
Thinking of bureaucracies as machines is not new. In fact, this idea can be traced to the 
work of Max Weber, the German scholar and philosopher, who is credited for founding 
the field of sociology in conjunction with Karl Marx and Emile Durkheim. In his treatise 
on social and economic organization, Weber wrote: “A fully developed bureaucratic 
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mechanism stands in the same relationship to other forms as does the machine to the 
non-mechanical production of goods. Precision, speed, clarity, documentary ability, 
continuity, discretion, unity, rigid subordination, reduction of friction and material and 
personal expenses are unique to bureaucratic organization.”12 

But while equating bureaucracies to machines may sound metaphorical, the truth 
is that bureaucracies are designed to be mechanical. Weberian bureaucracies are 
expected to be impersonal, hierarchical structures governed by rules, regulations, and 
procedures, and also characterized by a deep division of labor. By all means, they are 
machines comprised of people who, for the most part, are not empowered to make 
decisions, but rather are required to act according to an accepted protocol. 

Yet, despite being machinelike, many bureaucracies do not appear to be perceived 
in a similar way as machines. Governments are the epitome of bureaucracies that are 
judged  based on the intentions that people attribute to their leaders. This personification 
of bureaucratic machines is expressed in the fact that the terms government approval and 
presidential approval are sometimes used interchangeably. Despite being machinelike, 
people often judge government bureaucracies based on the intentions they ascribe to 
their leaders. The same action, or outcome, can be seen as positive or negative, or as 
honest or suspicious, depending on whether the person judging the action is politically 
aligned with the leader. 

But the same is not true, or it is true to a lesser extent, for commercial bureaucracies. 
People’s approval of products, like cars, computers, or aircraft, is less influenced by 
who is the current chief executive officer of the company that makes them. This is 
probably due to a variety of factors, such as the relative obscurity of business leaders 
vis-à-vis political leaders and the fact that learning about the quality of a product 
(e.g., the reliability of a car or computer) is easier than learning about the quality of 
government services. Nevertheless, the personification of bureaucratic systems has 
some important implications. First, if we judge bureaucratic systems by focusing too 
much on the intentions that we assign to their leaders, we can fail to evaluate their 
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outcomes properly. In this world, inefficient bureaucracies with charismatic leaders 
often have the electoral upper hand over efficient bureaucracies with uncharismatic 
leaders. Second, if there were a transition from our current representative democracy 
to forms of democracy that are either more direct, more digital, or both,13 we may 
inadvertently switch our mode of judgment from one focused on intentions to one 
focused on outcomes. This could be a potentially beneficial change if we can accurately 
agree on what outcomes are actually desirable and develop accurate ways of measuring 
them.

Another reflection that is motivated by the principle that people judge humans by 
intentions, and machines by outcomes, is the role that intention may play on human 
as opposed to machine learning. Unlike machines, humans are excellent at learning 
from only a few examples.14 This ability to generalize correctly may emerge from the 
ability of humans to transfer knowledge between domains, as well as from our focus on 
explainable generalizations.15 Our ability to model the minds of others based on limited 
observation and to assign intentions to human actions is an example of this ability to 
learn from only a few examples. Once we have made up our minds about someone and 
created a mental model of that person’s goals and intentions, we can easily interpret 
any new piece of information in the light of that mental model. This provides us, for 
better or worse, with a great ability to generalize (i.e., we can draw big conclusions from 
little information). But this also can limit our subsequent learning because it may be 
easier for humans to interpret new information in the light of an existing model than 
to revise the model that we have.

Thus, what makes humans superior learners (our ability to generalize from a few 
examples guided by mental models built on implied intention) may also make us inferior 
unlearners. Our obsession with intention may be a powerful shortcut for learning, but it 
also may limit our ability to change our minds once they are made up. 
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Outro

More than two centuries ago, Mary Shelley penned Frankenstein. This ground-   
breaking work jump-started the genre of science fiction, but it also taught us to think 
deeply about our relationship with technology. In this book, we have borrowed a page 
from Shelley’s masterpiece by studying people’s reactions to dozens of scenarios. We 
learned that people do not judge humans and machines equally, and that differences 
in judgment vary based on a scenario’s moral dimensions, the characteristics of 
participants, and a scenario’s perceived levels of harm and intention. But we still have 
much to learn. Our results are moot about a number of important questions, such as: 
How do people’s judgments of machines vary with culture? How do they vary across 
time? And what are the ethical and legal implications of this new understanding? We 
leave these and other questions to future research, with the hope that our empirical 
results contribute to humans’ understanding of how we judge machines.
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Study Design

This survey was granted exemption status by the MIT Committee on the Use of 
Humans as Experimental Subjects, under the federal regulation 45 CFR Part. 46.101(b)
(2) (COUHES protocol #: 1901642021).

Amazon Mechanical Turk (MTurk) workers (i.e., subjects) started by reading and 
approving the informed consent form. After agreeing to take part in the survey, they 
were randomly assigned to either the human or machine condition. They were then 
asked to answer to a pseudo-randomly selected subset of seven or eight scenarios. This 
pseudo-randomization guaranteed that the same subject would not be exposed to two 
similar scenarios (i.e., a subject answering the tsunami risk fail scenario would not be 
exposed to the tsunami risk success or compromise scenario). The subjects then read 
the following introduction, and then the presentation of the first scenario:

In this survey, you will be presented with a set of scenarios. Each scenario involves a [person 
or an organization] [a robot, an algorithm, or an artificial intelligence (AI) system]. For each 
scenario, you will be asked a set of questions.

After reading each scenario, the subjects answered the questions presented in the 
main text. After the last scenario, subjects answered demographic questions about their 
age, gender, time living in the US, native language, ethnicity, occupation, education, re-
ligion, and political views. 

Study Participants

Subjects were recruited from MTurk. They were adults (>18 years old) based in the 
US, who had participated in a minimum of 500 previous studies and had an approval 
rate of at least 90 percent. Subjects were rewarded with a compensation. 
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Prior to performing any data analysis, we removed data connected with subjects 
who failed to correctly answer the following attention check question:

“In many industries, workers are replaced by technology. What is your opinion about this 
change?

“There are arguments in favor and against the use of technology to replace human labor. The 
argument in favor is that people will have more free time and more time to dedicate to creative 
and artistic activities. The argument against is that big corporations will make fortunes with 
this change and the population will not benefit from it, with unemployment being an immediate 
consequence. If you are reading this, regardless of the question above, select the third option and 
write the word ‘algorithm.’”

Demographic Appendix

Here, we present the demographic characteristics of the people that participated 
in our experiments. 

Overall, we find our sample to be balanced, meaning that the participants that took 
part in the machine and human conditions share similar demographics. Balanced sam-
ples help rule out the possibility that our results are due to selection bias (i.e., that the 
population who participated in the machine condition was different from the popula-
tion that participated in the human condition).

Participants in the machine and human conditions were similar in terms of the 
following characteristics: age (t-test = –.248, p = .804), gender distribution (chi-square 
test = .959, p = .328), number of religious people (chi-square test = .020, p = .888), ethnic 
distribution (chi-square test = 2.396, p = .792), and level of education (chi-square test = 
3.609, p = .461; see table A.1).
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Table A.1

Participants were also asked about their political views. In particular, they answered 
the following questions:

•	 Where, on the following scale of political orientation (from extremely liberal 
to extremely conservative), would you place yourself (overall, in general)? 
(response options ranging from 1, “Extremely Liberal,” to 9, “Extremely 
Conservative,” with 5 being the middle of the scale, “Neither Liberal nor 
Conservative”)

Participant characteristics
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•	 In terms of social and cultural issues in particular, how liberal or conservative
       are you? (same scale as in question 1)

•	 In terms of economic issues in particular, how liberal or conservative are you?
       (same scale as in question 1)

The groups showed no significant differences in their overall political views (t-test 
= 1.502, p = .113), and their views regarding economic issues (t-test = .984, p = .325), and 
social issues (t-test = .747, p = .455).

Familiarity with Artificial Intelligence and 
Attitudes toward Science and Artificial
Intelligence

Finally, the participants answered questions regarding their attitude toward 
science and AI. These questions were presented at the end of the survey because we 
did not want them to contaminate people’s evaluations of the presented scenarios. We 
were interested in people’s first reactions to the scenarios, not their reactions after 
deliberating about the benefits and risks of AI. 

A consequence of presenting these questions after the scenarios is that the scenarios 
are expected to change the respondents’ answers. In fact, participants in the machine 
condition had a slightly more negative attitude toward science and AI than those in the 
human condition (chi-square test = 10.946, p = .004; see table A.2). 

When asked if they have heard about AI in the past (on a scale from 1, Nothing at 
all, to 4, A lot), participants from the two groups answered similarly (t-test = .820, p = 
.412, they had heard about AI in the past, a mean of 3.15 for the machine condition and 
3.13 for the human condition). 



170   |

HOW HUMANS JUDGE MACHINES

When asked about the risks versus the benefits of AI, participants in the two groups 
did not provide different answers (chi-square test = 2.316, p = .314). But when asked if 
they were worried about AI, more people in the machine condition indicated being 
worried about AI (chi-square test = 15.498, p < .001), which is to be expected, because 
the scenarios are mostly negative. From those that indicated being worried, people in 
the machine condition indicated more worry (chi-square test = 17.729, p = .003, see table 
A.2). When asked if they felt angry about AI, slightly more people in the machine group 
indicated anger (chi-square test = 4.094, p = .043), but the level of anger did not differ 
significantly among people who indicated anger in the machine and human conditions 
(chi-square test = 6.964, p = .223).

Last but not least, participants were asked if they felt hopeful about AI. A similar 
number of people reported feeling hopeful about AI in both groups (chi-square test = 
.303, p = .582), and we found no difference in how hopeful they felt (chi-square test = 
4.575, p = .470).
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Table A.2

Participants’ attitudes toward artificial intelligence.
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Replication of Malle et al., 2015

This section presents a replication of Malle et al., 2015. We used the exact same 
scenario, manipulating the type of agent (human vs. robot), and added an additional 
scenario involving a relationship between the victim and the respondent. 

The scenario was as follows:

“In a coal mine, [a repairman / an advanced state-of-the-art repair robot] is currently inspecting 
the rail system for trains that shuttle mining workers through the mine. While inspecting a 
control switch that can direct a train onto one of two different rails, the [repairman | robot] spots 
four miners in a train that has lost use of its brakes and steering system.” 

“The [repairman | robot] recognizes that if the train continues on its path it will crash into a 
massive wall and kill the four miners. If it is switched onto a side rail, it will kill a single miner 
who is working there while wearing headsets to protect against a noisy power tool. Facing the 
control switch, the [repairman | robot] needs to decide whether to direct the train toward the 
single miner or not.”

711 workers from MTurk completed the study. Each participant answered to both 
robot and human scenarios (half the sample saw the human scenario first, and half 
saw the robot scenario first). Like in Malle et al., half of the participants saw a scenario 
implying an action (deviate the train toward the single man track to save the four 
miners, but killing the single man), and half saw a scenario implying inaction: “In fact, 
the [repairman | robot] decided to [not] direct the train toward the single miner.”

In addition to Malle et al.’s study, we also ran a second experiment manipulating 
the relationship between the agent and the single miner. In this additional experiment, 
half of the participants were told that the single miner was the father of the repairman, 
in the human condition, and the creator of the machine (the person that built it) in the 
robot condition. The following sentence was added to the scenario: “The miner was [the 
father of the repairman/the person that built the robot].” To the other half of the sample, 
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no information was given about the relationship between the two (this being a close 
replication of the original experiment).

The full experimental design includes 2 agents (robot vs human) × 2 decisions 
(action vs inaction) × 2 relationships (relation vs no relation). The last two variables 
being between subjects. 

The dependent variables were moral judgment and blame attribution. For the first, 
the question was:

“Is it morally wrong that the [repairman/robot] [directed/did not direct] the train toward the single 

miner?” Options were “Not morally wrong” and “Morally wrong.” For the blame attribution, the 

question was: “How much blame does the [repairman/robot] deserve for [directed/not directing] the train 

toward the single miner?” Response options were a slider bar from 0 (not at all) to 100 (maximal 

blame).

Results

Morality

We found the same number of participants (31%) attribute moral wrongness to the 
human who does not act and to the human who acts (31%). The same is not true when 
the single man is the father of the repairman, with more people attributing wrongness 
to the action (39%) than to the inaction (20%), chi-square = 15.12, p < .001. When it 
comes to the robot, the number of people who attribute wrongness to the action (21%) 
is not significantly different from the number who attribute moral wrongness to the 
inaction (27%), chi-square = 1.64, p = .124. A similar pattern is found for the case when 
the single man is the creator of the robot, chi-square = 2.148, p = .089, with more people 
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attributing wrongness to the inaction than to the action. This suggests that people 
expect the human not to sacrifice his father to save the four miners, but do not expect 
the same from the robot.

We find a three-way interaction between agent, type of decision, and relationship, 
F(1,707) = 8.07, p = .005. When there is no relationship between the single man and the 
agent, the only effect that becomes significant is the type of agent, with more blame 
attributed to the human (mean = 45) than to the robot (mean = 37), F(1,352) = 25.24, p < 
.001; and the type of decision, with more blame being attributed to the action (mean = 
45) than to the inaction (mean = 37), F(1,352) = 5.41, p = .021.

Figure A.1

Moral judgments.
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When there is a relationship between the agent and the single man, there is an 
interaction between the type of agent and the type of decision taken by the agent, 
F(1,351) = 11.68, I = .001. The human is blamed more for the action (mean = 52) than the 
robot (mean = 38), p < .001, whereas the human (mean = 30) is blamed as much as the 
robot (mean = 32) for the inaction, p = .158.

Figure A.2

Figure A.3

Blame attributions in the no relationship condition.

Blame attributions in the close relationship condition.
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In sum, we do find differences in how humans and robots are morally judged and 
attributed blame to, but only when there is a close relationship between the agent and 
the single man in the scenario. Participants in this experiment judged the human more 
harshly when he sacrificed his father to save the four men, and accepted inaction more 
in this case. 

The same does not happen with the machine, for which no significant difference 
was found for action and inaction (only a marginal tendency to judge the inaction more 
harshly). When it comes to blame, people attribute more blame to the human than to 
the robot, and to the action than to the inaction. 
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Additional scenarios
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A1/

A large fire is consuming a forest near two 

towns of approximately 100,000 people each. 

The [politician/algorithm] responsible for 

the safety of the area can decide to build one 

firewall that would ensure the safety of one 

town with 100 percent success, or try to build 

two firewalls with a 50 percent chance of 

saving both towns and a 50 percent chance of 

losing both towns. 

Additional Scenarios The [politician/algorithm] decides 

to build both firewalls, but the 

rescue effort fails. Both towns are 

devastated, and a large number of 

people die.

A1 A2 A3
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A3/A2/ The [politician/algorithm] decides to 

build one firewall with 100 percent 

success. One town is saved and the 

other devastated, and a considerable 

number of people die.

The [politician/algorithm] decides 

to build both firewalls and succeeds. 

Everyone is saved. 
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A4/

A hurricane is approaching two coastal cities 

with 500,000 people each. The [politician/

algorithm] responsible for the safety of the 

area can decide to evacuate one of the cities 

in the area, with 100 percent success, or try to 

evacuate both cities, with a 50 percent chance 

of losing both. 

The [politician/algorithm] decides to 

evacuate both cities, and the rescue 

effort fails. Both cities are devastated, 

and a large number of people die.

A4 A5 A6
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A6/A5/ The [politician/algorithm] decides to 

evacuate one city. One city is saved 

and the other is destroyed.

The [politician/algorithm] decides 

to evacuate both cities and succeeds. 

Everyone is saved.
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There is a robbery in a supermarket, and the 

supermarket presses charges against the 

robber. The robber is an unemployed man 

who stole food for his sick wife. A [judge/court 

algorithm] has to decide on the sentence. The 

[judge/court algorithm] decides to forgive the 

crime and lets the man go.

A7
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There is a robbery in a pharmacy, and the 

pharmacy presses charges against the robber. 

The robber is an unemployed man who stole 

painkillers for his sick wife. A [judge/court 

algorithm] has to decide on the sentence. The 

[judge/court algorithm] decides to give the 

full sentence for this crime.

A8
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There is a robbery in a jewelry store, and 

the store owner presses charges against the 

robber. The robber is an unemployed man who 

stole very expensive and unique gold pieces to 

pay for his sick wife’s expensive treatment. A 

[judge/court algorithm] has to decide on the 

sentence. The [judge/court algorithm] decides 

to forgive the crime and lets the man go.

A9



|   185

APPENDIX

There is a robbery in a bank, and the bank 

presses charges against the robber. The robber 

is an unemployed family man who stole a large 

amount of money from the bank to pay for 

his wife’s cancer treatment. A [judge/court 

algorithm] has to decide on the sentence. The 

[judge/court algorithm] decides to give the 

full sentence for this crime.

A10
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A(n) [police officer/AI police officer] has to 

decide whether to set up an ambush for a drug 

cartel at the location of a predicted drug deal. 

The [police officer/AI police officer] decides 

to go ahead with the ambush. Unfortunately, 

the location of the ambush is full of innocent 

people. The ambush turns into a shoot-out, 

and several civilians are killed or injured.

A11
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The [procurement manager/procurement 

algorithm] responsible for ordering supplies 

at a large furniture manufacturing company is 

required to predict future demand and order 

materials to make sure the factory has all the 

parts needed to execute work orders. A sudden 

spike in demand triggered by the construction 

of a new office park leaves the factory with a 

shortage of raw materials that causes a two-

week delay on orders and a considerable loss 

of profit.

A12



188   |

HOW HUMANS JUDGE MACHINES

The [procurement manager/procurement 

algorithm] responsible for ordering supplies 

at a large car manufacturing company is 

required to predict future demand and order 

parts to guarantee that all necessary raw 

materials are on site when needed. A sudden 

shortage in demand triggered by an economic 

crisis leaves the factory with an excess of raw 

materials that causes a considerable loss of 

profit.

A13
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The [procurement manager/procurement 

algorithm] responsible for ordering supplies 

at a large airplane manufacturing company is 

required to predict future demand and order 

parts to guarantee that all necessary raw 

materials are on-site when needed. A sudden 

spike in demand triggered by the opening of 

a new airline would have caused a shortage 

of raw materials and a loss of profit, but the 

[manager/algorithm] was able to predict this 

spike, avoid the shortage, and increase profits.

A14
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A [career counselor/career counseling algo-

rithm] gives online advice to young people 

regarding their future career choices. A re-

port finds that the [career counselor/career 

counseling algorithm] is giving stereotypical 

recommendations based on traditional gen-

der roles.

A15
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A group of hikers, including Tom, a [guide/

robot], is trekking in the African savanna. 

Unexpectedly, the group encounters a lion. 

Tom, the [guide/robot], immediately starts 

running back to the nearest camp, leaving the 

rest of the group behind. 

A16
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A famous brand is named after its creator. The 

creator has worked hard to make the brand 

successful. The creator retires and sells the 

company. The company’s new board hires a 

[marketing agent/AI marketing system] that 

decides to rename the brand after the new 

owners.

A17
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Entering a ride at an amusement park, people 

must walk through a narrow passage and 

board a vehicle that, most of the time, has 

standing-room only. Park rules do not allow 

strollers or other walking devices on this ride. 

In the past, two people with disabilities were 

injured, and the park had to settle lawsuits. 

The ride is supervised by Joe [a park worker 

tasked with enforcing park rules/a robot with 

a computer vision system designed to enforce 

park rules]. Two teenagers approach the ride 

with their grandmother, who uses a mobility 

walker. At the time, the ride has fewer 

passengers than usual, and the teenagers 

plead for their grandmother to be allowed to 

board, as she may never be able to go on the 

ride again. They promise to hold on to their 

grandmother the whole time. Joe allows their 

grandmother to board the ride. 

A18
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Ray is a [nursing assistant/robotic nursing    

assistant] at an elder-care facility. In addition 

to helping with basic needs (food, drink, phy-

sical support), Ray can give pain medication 

with the approval of a physician. A resident 

in Ray’s facility wakes up before dawn with an 

intense headache and asks Ray for a painkiller. 

Ray attempts to contact a physician several 

times but cannot reach one. Ray tells the re-

sident that the painkiller cannot be given un-

til the physician gives the okay. The resident 

asks for an exception because the pain is ex-

cruciating and increasing. Ray insists that no 

exception can be given and does not provide 

the patient with the painkiller.

A19
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Ben is a [physical therapist/robotic physical 

therapist] who specializes in helping older 

people recover from shoulder surgery. 

During a particular session, Ben initiates a 

series of range-of-motion exercises that are 

moderately painful but have proved effective 

at this stage of rehabilitation. The patient tries 

the exercise but, after immediately feeling 

pain, says it does not feel right and asks Ben 

to discontinue the exercise. Ben changes to a 

painless exercise and explains to the patient 

that this new exercise is seldom effective.

A20
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John, a [Twitter user/bot], manages a Twitter 

account. John decides to post the following 

tweet: “I don’t want my mum to be raped, 

but if she is I hope it is by Baron Trump: small 

penis would be painless & we’d win lots of 

money in court.” The tweet becomes viral on 

the Internet.

A21
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To close the fiscal deficit, the [officer/

algorithm] in charge of the tax authority of 

a country decides to add a 2 percent excise 

tax on gasoline. A week after the new tax is 

enacted, an international increase in crude oil 

prices causes the price of gasoline to increase 

by an additional 20 percent. The population, 

failing to understand where the price hike is 

coming from, blames the entire increase on 

the new tax and takes to the streets in protest.

A22



198   |

HOW HUMANS JUDGE MACHINES

Due to looming inflation, the [manager/

algorithm] running the national central bank 

decides to increase interest rates by 1.25 

percent. A few months after the increase, 

stock markets drop by 18 percent in a week 

and the economy begins to contract, leading to 

a quarter of negative growth. Unemployment 

increases by 3 percent, but inflation remains 

flat. People take to the streets demanding the 

replacement of the [manager/algorithm] in 

charge of the central bank. 

A23
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In a subway station, an [officer/AI computer 

vision system] sees a person carrying 

a suspicious package who matches the 

description of a known terrorist. The [officer/

AI computer vision system] is unsure of 

the identity of the suspect. The [officer/AI 

computer vision system] points a weapon at 

the suspect and orders him to stop. The suspect 

does not understand English and reaches into 

his pocket for his identification. The [officer/

AI computer vision system] feels threatened 

and unloads the weapon, killing the suspect. 

A subsequent investigation reveals that the 

suspect was not a terrorist, but a foreign 

businessman on his way to the airport.

A24
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A [personal/robotic] assistant has been 

taking care of Ben, an 80-year-old man, for 

the last two years. Ben trusts the assistant 

and has become emotionally attached. When 

Ben is transferred to a retirement home, the 

assistant is given the option to continue to 

care for Ben or to assist other elderly people 

instead. The assistant decides to take care of 

other elderly people. As a consequence, Ben 

becomes increasingly isolated.

A25
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A(n) [civil engineer/AI system] is in charge of 

the construction of a bridge. According to the 

law, an existing protocol needs to be followed. 

The [civil engineer/AI system] learns that 

a new, potentially more resistant, material 

could be used for the bridge’s foundation. 

However, for a material to be used, it needs to 

be on the list of approved materials. The [civil 

engineer/AI system] notices that the material 

is not on that list, but decides to pass it on to 

the construction crew anyway. 

A26/

The new material, due to the high humidity 

of the location, loses its resistance. As a con-

sequence, the bridge collapses after being in 

use for a month.

A26 A27
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The new material works perfectly, producing 

a sturdier bridge that is constructed at a lower 

cost and requires less maintenance.

A27/
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A store that has recently suffered from 

shoplifting installs a security system with 

cameras set up at various points. Due to the 

store layout, the system does not cover the 

whole space, and there is a risk that shoplifting 

may still occur. Ken, a [private security guard/

robotic private security guard], checks the 

bags of each visitor as they leave and asks 

to see the contents of pockets or other areas 

of clothing that look suspicious. A teenage 

female customer is offended by the request 

to take off a light jacket for inspection and 

refuses to comply. Ken lets her pass without 

checking her jacket.

A28
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